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Abstract: Stock markets have a significant impact on the economic growth of countries. 

Predicting stock market indices has been a complex task in recent years. Indeed, many 

researchers and financial analysts are keenly interested in the research area of stock market 

prediction. In this paper, we propose a novel framework, titled AutoCNN, based on artificial 

intelligence techniques, to predict future stock market indices. AutoCNN is composed mainly 

of three stages: (1) A Convolutional Neural Network (CNN) for Automatic Feature Extraction; 

(2) The Halving Grid Search algorithm combined with a second CNN model for prediction of 

stock indices; and (3) Evaluation and recommendation. To validate our AutoCNN, we conduct 

experiments on two financial datasets that are extracted in the period between 2018 and 2023, 

which includes several events, such as economic, health and geopolitical international crises. 

The performance of the AutoCNN model is quantified using various metrics. It is benchmarked 

against different models and it proves to have strong prediction abilities. AutoCNN contributes 

to emerging technologies and innovation in the financial sector by automating decision-making, 

leveraging advanced pattern recognition, and enhancing the overall decision support system for 

investors in the digital economy. 

Keywords: Stock index prediction, automated deep learning, crisis periods, financial 

decision-making, digitalised economy 
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Introduction 
The financial sector plays an important role in the growth of economics of countries. A 

financial market is a physical or virtual place where market participants (buyers, sellers) meet 

to negotiate financial products (Grieger, 2003). Various economists and researchers have 

proven that there exists a link between financial development and economic growth (Agbloyor 

et al., 2014). Stock markets, which are a particular type of financial market, are complicated 

financial businesses (Abraham et al., 2001). There are various factors that affect the stock 

market indicators on a given day, such as industry performance, political changes, and 

economic variations (Goonatilake & Herath, 2007). Due to these factors, stock prices become 

highly unpredictable (Fathali et al., 2022) and prediction is a challenging task.  

In the literature, the stock price prediction approaches can be categorized into three types: (1) 

fundamental analysis; (2) technical analysis (Lawrence, 1997); and (3) machine learning 

models (Murkute & Sarode, 2015). The fundamental analysis considers economic factors as 

fundamentals and it is mostly employed for long-term predictions (Zouaghia et al., 2023). The 

technical analysis is mainly based on charts that are able to identify trends and patterns in 

stock prices. However, the machine learning (ML) approach is based on artificial intelligence 

(AI) techniques for predicting stock market prices after building, training, and testing such a 

model. The process of stock index prediction can be seen as the prediction of future price 

variations by learning and analysing the historical stock data. Moreover, researchers (such as 

Kompella et al. 2019) demonstrated that traditional models did not generate an acceptable 

level of accuracy in the stock market prediction task and showed that models based on artificial 

intelligence techniques are more accurate. 

In recent years, digital transformation has affected innovation in the majority of sectors of the 

economies of countries (Mgadmi et al., 2021). Various researchers have demonstrated the 

impact of digital transformation on enhancing innovation in business (such as Li et al., 2023) 

and implementing preventive tax risk management measures (Strauss et al., 2020). Thus, the 

use of the Internet gives rise to digitization in the economy and it enhances the productivity of 

existing activities (Carlsson, 2004). Furthermore, the integration of artificial intelligence into 

economic activities represents a digitalization within the economic sector (Glushchenko et al., 

2020). In particular, the application of technologies in financial sectors, such as financial 

services, banks, companies and especially the financial markets, have recently given rise to the 

Financial Technology (Fintech) sphere (Abbasov et al., 2020); it enhances economic growth 

(Chen et al., 2022). As a result, the utilization of information with technologies has 

significantly facilitated the development of market economy strategies. Furthermore, digital 
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technologies have also spurred business transformations across the value chains of all 

sectors.(Mukherjee et al., 2023).  

Recently, the use of advanced artificial intelligence techniques for business and, especially, to 

resolve financial problems have assisted us to have a global vision of future financial 

investments. Machine learning, which is a subfield of artificial intelligence, is one such tool 

that helps investors to make future stock market predictions (Leung et al., 2014; Liu et al., 

2022; Mukherjee et al., 2023). Deep learning is a subset of the machine learning technique, 

and most deep learning methods employ neural network architectures (Shinde & Shah, 2018). 

One of the most commonly practiced uses of neural networks are data prediction models, such 

as the forecasting of stock market prices based on stock historical data (Srivinay et al., 2022). 

Neural networks are considered one of the common emerging generation of deep learning 

methods that demonstrate great abilities in solving complex problems (Aghapour et al., 2023). 

Examples of neural-network models that are applied in stock market prediction are: 

Convolutional Neural Networks (CNNs); and Recurrent Neural Networks (RNNs), such as 

Long Short-Term Memory (LSTM), Gated Recurrent Unit (GRU) (Song & Choi, 2023), and 

Simple Recurrent Neural Network (SRNN) (Dey et al., 2021). For this reason, we have chosen 

to apply a neural network-based model in our research work to enhance prediction in the stock 

market field. Investors need a more performant model to provide predictions to invest 

prudently during periods of uncertainty caused by many factors.  

The originality of our contribution lies in:  

1. CNN is applied in two different stages (the first step is in the task of automatic features 
extraction from financial stock data; the second step is in the task of stock index 
prediction). CNN is widely applied to extract features from charts (spatial dimension), 
but here we enhance its application to extract features from time series data (temporal 
dimension). It automates the process of features extraction. Additionally, CNN shows 
strong abilities in the task of prediction.  

2. The Halving Grid Search (HGS) algorithm, which is rarely used in the literature, is 
hybridized with CNN to optimize its hyperparameters automatically. This combination 
of algorithms (CNN-HGS-CNN) was not applied previously in the task of stock index 
prediction. 

3. The Automated Deep Learning model (AutoDL) is a recent artificial intelligence 
technique and has not been applied in the task of stock price prediction. A few papers 
in other fields (such as computer vision, natural language processing, speech 
recognition, and healthcare) use AutoDL and the results are prominent (Liu et al., 
2020; Faes et al., 2019). Besides that, some authors automated a part of models and 
not all the process (Yi et al., 2020). 

4. AutoCNN can be considered as a valuable tool, because successful stock market 
prediction also requires an understanding of financial market behaviour. AutoCNN is 
trained on stock data that contains different crisis periods; thus it enhances the 
prediction during high volatility.  
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5. The application of AutoCNN in predicting stock markets contributes to ongoing 
research in the intersection of finance and artificial intelligence. This research 
contributes to the development of novel combinations of hybrid models and insights, 
fostering innovation and knowledge advancement in both fields. 

The rest of this paper is structured as follows. The following section describes a synopsis of 

related studies. The subsequent section details the proposed approach by analysing the data 

used and the steps applied to perform the task of stock index prediction. Section 4 details the 

conducted experiments and discusses the achieved results. Section 5 talks about limitations of 

the proposed approach. Section 6 presents the conclusion and proposes future directions. The 

final section has three appendices. 

Related Literature 
In the literature, various machine and deep learning models were suggested to predict future 

stock price indices of stock markets. Generally, two types of deep learning neural networks are 

used, namely CNNs and RNNs. These two networks have lately shown strong abilities in the 

task of stock index prediction (Zouaghia et al., 2023).  

The SRNN algorithm was proposed by Elman (1998); hence, it is called an Elman Network. It 

has shown strong abilities in identifying sequential data insights and predicting stock prices. 

The LSTM model is one of the most successful RNN architectures (Fathali et al., 2022) and it 

is widely applied in the task of prediction of sequential data. The memory mechanism in 

LSTMs plays a crucial role in their ability to handle sequential data tasks such as time series 

prediction (Ozbayoglu et al., 2020). The GRU model is a variant of RNN that was proposed in 

2014 (Samarawickrama & Fernando, 2017). It excels in sequential data modelling, particularly 

in scenarios where fast training, computational efficiency, and effective handling of short-term 

dependencies are priorities. 

Samarawickrama & Fernando (2017) proposed a RNN approach for predicting daily stock 

prices of some selected listed companies of the Colombo Stock Exchange (CSE). Experiments 

were conducted on three models: SRNN, GRU and LSTM networks. The authors chose as input 

three variables (Low, High, and Close prices).  

Hoseinzade & Haratizadeh (2019) proposed a CNN-based framework that applied the CNN to 

gather data from a variety of sources from different stock markets, such as S&P500, NASDAQ, 

DJI, NYSE, and RUSSELL indices. After that, the model was applied to predict the next day’s 

direction of movement for the considered indices. The authors tested two principal 

configurations of the CNN model: 2D-CNN and 3D-CNN. Their models were evaluated using 

the F-measure metric.  
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Gao et al. (2021) applied an optimized GRU and LSTM models based on the use of various 

technical indicators with financial data. These two models were merged with two other 

methods, LASSO and Principal Component Analysis (PCA), to optimize their 

hyperparameters.   

Fathali, Kodia & Ben Said (2022) applied the RNN, LSTM, and CNN models to predict the 

future closing stock price trends of NIFTY 50. Then, they compared the achieved results using 

four regression metrics (MSE, RMSE, MAE and R2). The process of selecting features from 

financial data and tuning the hyperparameters of the models was conducted through manual 

tests. 

Kumar et al. (2022) proposed a traditional time-series model, Auto Regressive Integrated 

Moving Average (ARIMA), combined with a neural network model (LSTM) to predict the stock 

market. For the task of hyperparameter selection, the Artificial Bee Colony (ABC) algorithm 

using differential evolution (DE) was applied. Their proposed model was tested on various 

financial datasets, such as the NASDAQ index, and benchmarked against other models like 

ARIMA.  

Zouaghia et al. (2023) applied a hybrid deep learning (DL) model to predict the stock index of 

NASDAQ. They combined a CNN with four architectures of RNNs (GRU, Bidirectional GRU, 

LSTM, and Bidirectional LSTM). They used a 1D-CNN model to extract automatically the more 

accurate features from historical stock data. Then, the output of the 1D-CNN model was used 

as input to RNNs to predict the future stock index. For the hyperparameter optimization, they 

used a manual search strategy. To evaluate their models, they applied six metrics: ET, MSE, 

RMSE, MAPE, MAE and R2.  

Proposed Approach 
In this section, we detail our proposed approach based on the AutoCNN model. This 

framework is used to predict future stock indices during periods of uncertainty and fear, 

especially during turbulent times due to external factors. The general architecture of AutoCNN 

is detailed in Figure 1. This framework is composed of a cycle, which is primarily based on 

three stages: (1) CNN for automatic feature extraction; (2) a HGS method combined with a 

second CNN for stock index prediction; and (3) the step of evaluation and comparison. Our 

framework performs many iterations to screen which is the best CNN model topology.  
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Figure 1. The general architecture of the AutoCNN framework 

The proposed solution leads to assistance to financial decision makers to acquire a global 

vision about the actual and future fluctuations of stock indices during crisis periods and, then, 

to make the right decision with more confidence under uncertainty. AutoCNN is benchmarked 

against three other implemented neural networks (LSTM, GRU, and SRNN) in addition to 

existing models in the literature. The components of our framework are described below. 

Stage 1: CNN for automatic feature extraction  

 
Figure 2. The architecture of 1D-CNN model for automatic feature extraction 

The process of Feature Extraction is one of the most challenging problems in deep learning 

modelling, especially in time-series forecasting. This issue is tackled by several researchers, 

who proposed various approaches. The CNN model is proposed by Krizhevsky et al. (2017) to 

extract features from images but, in this work, we extract features from financial data. Time-

series prediction is considered one of the most frequently applied uses of one dimensional (1D) 

CNN in practice (Markova, 2022). In this work, we choose the architecture of 1D-CNN for the 

step of automatic feature extraction. This configuration has strong capabilities to learn, 

understand and extract features from the input stack variables, owing to its hierarchical 

architecture and the nature of stock price data. Our choice is based on the work of Zouaghia et 

al. (2023). Figure 2 explains this architecture. 
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Stage 2: An optimized CNN for stock index prediction 

In AutoCNN, the CNN model is not only used for the step of automatic feature extraction, but 

also we undertake stock index prediction using this model. According to Vargas et al. (2017) 

and Wu et al. (2021), the CNN model has shown good abilities in stock price prediction. 

Further, to perform this task, the output of the first 1D-CNN model, which is the extracted 

features, is used as input for a second optimized 1D-CNN model (HGS-CNN). 

Hyperparameter optimization is a crucial step in the process of training machine-learning 

models. This step specifies many aspects of the learning algorithm and the model’s 

architecture, such as the learning rate, the number of units in hidden layers, the optimizer and 

number of filters in the CNN model. In AutoCNN, we adopt the HGS algorithm for automatic 

optimization of its hyperparameters. The principle of this method is successive halving 

processes (Pedregosa et al., 2011). In this work, we adopt this method to optimize 

hyperparameters of the considered neural network-based models for several reasons, namely:   

1. It has been rarely applied in scientific research works (Jung et al., 2023) and it has 

shown strong ability in the task of tuning optimized hyperparameters.  

2. The evidence behind this choice is its computational efficiency, time saving, 

adaptability to high-dimensional search spaces, robustness to noisy metrics, and 

effective balance between exploration and exploitation. 

Stage 3: Evaluation and comparison 

 
Figure 3. Hyperparameter optimization process in AutoCNN framework 

For the evaluation and comparison task, we use various measures to obtain a more accurate 

model. Figure 3 details this process: after n iterations, if the considered measure does not 

satisfy a threshold of error acceptance, a new iteration of hyperparameter tuning is conducted 

using the HGS algorithm. The final output of the AutoCNN framework is a more accurate and 

stable model and the predicted stock index values. If the model generated accurate 

predictions, it is recommended to be applied by investors. 
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Experiments and Results 
In this section, we present the datasets used to test AutoCNN. The experiments conducted and 

the achieved results are discussed, referring to various metrics.   

Experimental environment 

Our experiments are conducted on a computer with the following characteristics: Intel Core i7 

7th Gen 2.8 GHz, 32 GBs of RAM, and the operating system of Microsoft Windows 10 

Professional. The implementation has been made in Python programming language based on 

various libraries. The main used libraries are: (1) Sklearn to process data and select metrics; 

(2) Keras to select neural networks models and layers; (3) Tensorflow to build, train, and 

deploy deep learning models; (4) Time to compute the execution time of each model; (5) 

Matplotlib to create static and interactive visualizations; and (6) statsmodels to conduct a 

statistical test, like the ADF and the stepwise tests, etc. 

Financial data description and analysis 

Visualizing financial data is a powerful technique that allows us to foresee a clear perspective 

of stock price changes in response to certain events or external factors, and data analysis helps 

us to choose the more adequate model for the task of stock market index prediction. 

Data gathering 
In this paper, we consider two datasets of two different stock exchanges: (1) Shanghai Stock 

Exchange (SSE) index; and (2) National Association of Securities Dealers Automated 

Quotations (NASDAQ) index, covering the period between 2018 and 2023. Data are collected 

from Yahoo Finance Website and include seven variables as described in Table 1. 

Table 1. Parameters of the used financial data 

Variable Description 
Date The trading date 
Open The opening price of the stock, at the start of a trading day 
High The highest price of the stock, during a trading day 
Low The lowest price of the stock, on a trading day 
Close The closing price of the stock, at the end of a trading day 
Adj Close The closing price after adjustments: the stock’s value after distributing dividends 
Volume The amount of Stock traded in the market during a period 

 

Data analysis 
Researchers have proven that neural networks are suited to non-stationary data (Reid et al., 

2014; Kurle et al., 2019 ; Zhou et al., 2021). In this situation of non-stationarity, stock price 
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data are hard to be predicted and CNNs are suitable for capturing insights for modelling short-

term dependencies in data.   

A statistical test is used to analyse the stationarity in time series of our two stock indices. To 

analyse the stationarity of the predicted variable (closing price), the Augmented Dickey-Fuller 

(ADF) test is applied. The ADF test is a common type of statistical test called a unit root test. 

It is used to identify the presence of a unit root and transform the series into a stationary state 

(Dadhich et al., 2021). It is based on two hypotheses (H0 and H1): 

• Null Hypothesis (H0): The time series has a unit root, indicating that it is non-

stationary. 

• Alternative Hypothesis (H1): The time series does not have a unit root, indicating that 

it is stationary. 

The null hypothesis is evaluated through a calculated t-statistic, which is calculated by the 

formula as seen in the paper of Reddy (2019). If the t-statistic calculated is bigger than the 

critical value, we accept the hypothesis H0 and data are non-stationary. On the other hand, if 

the t-statistic calculated is less than the critical value, we reject the H0 and data are stationary. 

Additionally, “P-value” is also used to reject or accept the H0: if the “P-value” is less than 0.05 

(P<0.05), we reject the H0; and vice-versa. Table 2 shows the generated values of the test ADF 

for both SSE and NASDAQ indices. 

Table 2. ADF test 

SSE index NASDAQ index 

t-statistic Prob.* t-statistic Prob.* 

ADF test statistic -1.695 0.748 ADF test statistic -1.487 0.540 

Test critical 

values 

1% -3.435  Test critical 

values 

1% -3.435  

5% -2.863  5% -2.863  

10% -2.568  10% -2.568  

 
It is shown from Table 2 that the calculated “t-statistic” value is greater than critical values at 

1%, 5% and 10% levels of significance. Therefore, we can conclude that data of SSE and 

NASDAQ indices are non-stationary. Further, the “P-value” is also greater than 0.05. So, in 

our case, we do not reject the H0: this means that data has a unit root and is non-stationary. 

Reaction of the stock markets to the last two crises 
In this part, we analyse the impact of the last two crises (the international health crisis of the 

COVID-19 pandemic; and the international conflict between Russia and Ukraine) on the 
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variation of prices in stock markets, because our AutoCNN model is trained on data covering 

these two major events, contributing to improved generalization, its adaptability, and 

robustness. Therefore, AutoCNN can be able to predict accurately future stock indices during 

uncertainty. 

 
Figure 4. The calculated volatility of NASDAQ and SSE indices 

First; an ARCH(1) model, which is a type of autoregressive conditional heteroskedasticity 

model, is designed to capture time-varying volatility in financial time-series data. Figure 4 

visualizes how the volatility changes over different periods from October 2018 until October 

2023.  

The volatility provides insights into risk during crisis periods and into potential trading 

opportunities. Further, high volatility might represent increased risk but also, in some cases, 

it indicates potential profit opportunities for traders; low volatility reflects stability. The 

volatility of stock prices is considered as a fear gauge of investors. From Figure 4, it is clear 

that the stock prices of NASDAQ and SSE indices are more volatile during the periods of the 

global health crisis (COVID-19 pandemic) especially between 2020 and 2021. Additionally, 

since February and March 2022, it is seen that the variation is also more pronounced due to 

the recent geopolitical crises, such as the Russian, Ukrainian, European and American 

conflicts. Thus, due to these two major factors, investors become more disturbed and cannot 

easily take the right decisions (to buy or sell a given stock), which explains not only the rapid 

fluctuations and shocks in stock prices but also the suffered losses as seen in Figure 5 

(represented by negative values). In this case, investors and financial analysts need help in 

making financial decisions in an uncertain environment. 
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Figure 5. The calculated drawdown falls for NASDAQ and SSE indices 

The drawdown for a stock market index represents the peak-to-trough decline in the index’s 

value during a specific period. It measures the maximum percentage decrease from the highest 

point to the lowest point before a new peak is achieved. NASDAQ (^IXIC) and SSE 

(000001.SS) indices absorbed several losses, and the maximum losses are 36.39% and 22.31%, 

respectively, for NASDAQ and SSE indices, as shown in Figure 5.  

Evaluation criteria 

AutoCNN is evaluated using the Execution Time (ET) metric, four regression evaluation 

metrics — Mean Squared Error (MSE), Root Mean Squared Error (RMSE), Mean Absolute 

Error (MAE), Mean Absolute Percentage Error (MAPE) — and the Coefficient of 

Determination (R²). The formulas for calculation are shown in Table 2. 

Table 3. The evaluation metrics used 

Metric Formula 
ET Execution Time =Current time - Start time 
MSE 

 
RMSE 

 
MAE 

 
MAPE 

 
R2 

 
Note: n is the number of data points in the test set, xi is the actual value, 𝑥𝑥 is the mean value of the actual 

values, and yi is the predicted value.  

MSE, RMSE, MAE, MAPE and R2 metrics are used for model evaluation after the model has 

been trained. Once the implemented models are trained, these metrics are used to assess how 
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well the models generalize to new, unseen data (the principle of supervised machine learning 

models). These metrics provide a quantitative measure (Zouaghia et al., 2023) of the 

AutoCNN’s performance on subset test data. Moreover, metrics like MAPE provide insights 

into the percentage error, which can be more interpretable from a business perspective. This 

is particularly important in financial applications where understanding the relative size of 

errors is valuable. 

Smaller values of ET, MSE, RMSE, MAE and MAPE designate a better result. However, greater 

values of R2 indicate a better result. Further, concerning the ET metric, it measures the cost of 

each implemented model in terms of time (seconds) that depends on different components, 

such as the size of the used dataset, the complexity of each model, and the power of the 

hardware used for our experiments.  

Additionally, a stepwise multiple testing method (a statistical technique) is used to conduct 

multiple statistical tests of AutoCNN to assess various aspects of model’s performance. Figure 

6 shows all the steps used to evaluate our model using this statistical method. In step 8, the 

Holm method is selected, which is a step-down procedure that adjusts the significance level 

based on the order of hypotheses, for adjusting p-values to control the family-wise error rate.  

 
Figure 6. Flowchart for the stepwise multiple testing method 

Auto-generated model parameters 

The chosen parameters for AutoCNN, used in common for all comparative models, are 

detailed in Table 3. 

Table 4. Parameters common to all models 

Parameter Value 
Prediction frequency Daily 
Dataset SSE index and NASDAQ Composite index 

http://doi.org/10.18080/jtde.v12n1.843


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 12 Number 1 March 2024 
Copyright © 2024 http://doi.org/10.18080/jtde.v12n1.843 624 
 

Parameter Value 
Data specification From 2018 to 2023 
Normalisation [0-1] 
Input features Automatic selection using CNN 
Target variable Close price 
Training: Testing 80%: 20% 

 
The structure of the AutoCNN model is comprised of ten layers (5 layers in the task of 

automatic feature extraction; and 5 layers in the task of stock index prediction). Additionally, 

changes in data have an impact on the robustness and stability of the model, because AutoCNN 

is trained on data containing sensitivity periods, like the international COVID 19 pandemic 

health crisis especially during the year 2020, or the last geopolitical crisis of the Russia-

Ukraine conflict during 2022. Our models are trained through these changes (correlation) in 

stock data in order to be able to predict future stock indices in similar cases using AutoCNN. 

Results and discussion 

We provide comparative results between AutoCNN and other benchmarked models: LSTM, 

GRU, SRNN, and ARIMA. Results are summarized in Tables A1 and A2 (Appendix A), where 

the best performance results are marked in bold for each stock market index per metric. In 

Tables A1 and A2, it is clearly seen that AutoCNN outperforms the three benchmarked neural 

network models (CNN-LSTM, CNN-GRU, and CNN-SRNN). For the SSE index, AutoCNN 

generated 0.00001, 0.003, 0.002, 0.4%, and 0.998, respectively, for the MSE, RMSE, MAE, 

MAPE, and R2 indicators. For the NASDAQ Composite index, AutoCNN generated 0.00001, 

0.004, 0.003, 0.53%, and 0.999, respectively, for the MSE, RMSE, MAE, MAPE, and R2 

indicators. Moreover, concerning the execution time metric, it is seen that AutoCNN is trained 

with the minimum time, less than two seconds for both the stock indices. AutoCNN did not 

only outperform the implemented neural network models, but also it achieved superior 

performance compared to the traditional ARIMA model (Lv et al., 2022; Kumar et al., 2022). 

Additionally, Figures B1, B2, B3 and B4 (Appendix B) plot the real and predicted values of SSE 

and NASDAQ indices using neural network models based on the test set of data. The blue line 

indicates the actual stock prices, while the red and orange lines represent the predicted stock 

prices. In these four figures, it is shown that the AutoCNN model performs better than the 

other models considered for comparison; especially, Figure B1 shows visually that the 

predicted values and the real values of stock prices are very close. AutoCNN was successful in 

capturing the pattern in all the periods of the data. 

To compare the implemented models in more detail, Figures C1, C2, C3, C4, C5 and C6 

(Appendix C) provide a graphical visualization of the results obtained for each metric to 

evaluate and compare the performance of each model. From these Figures, it is clear that 
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AutoCNN generates the lower error rates in terms of MSE, RMSE, MAE, R2, and MAPE; and 

is trained in a very short time compared to other networks considered for comparison. 

It is observed through our experiments that AutoCNN always generates the superior 

prediction results in the Chinese context (SSE index), as well as in the American context 

(NASDAQ Composite index), compared to the other benchmarked models. The theoretical 

foundation behind achieving different results with CNN and in a Chinese context or an 

American context, in comparison to other research works in the literature, is that we did not 

use the same configuration or the same hyperparameter values, because this process is 

handled automatically. AutoCNN is able to detect correlations between stock price variations 

across temporal dependencies in CNN.   

Additionally, referring to the stepwise multiple testing procedure of Romano & Wolf (2005) 

and in order to prove the superior predictive ability of AutoCNN using a statistical method, 

we benchmarked our AutoCNN model against a very popular and applied machine 

learning model (Support Vector Regression, SVR) in prediction. In this paper, SVR shows 

strong abilities in the task of stock index prediction (Zheng et al., 2005). In our 

experiments, the SVR model is trained on the same data (NASDAQ index and SSE index), 

then it is evaluated alongside our AutoCNN model for predicting the stock prices. Through 

our experiments, the adjusted p-values for the model comparisons are provided in Table 

A3 (Appendix A).  

In Table A3, for the NASDAQ Composite index, the Adjusted p-value= 3.16e-05<0.05: this 

provides strong statistical evidence to reject the null hypothesis, indicating a significant 

difference in predictive ability between the AutoCNN model and the alternative model (SVR). 

There is the same interpretation for the results using the SSE index. For the SSE index data, 

the adjusted p-value=2.03e-05<0.05: this indicates strong evidence against the null 

hypothesis — the AutoCNN model is deemed to have a significantly different predictive ability 

compared to the SVR model. 

To summarize, AutoCNN is experimented on with two different stock index datasets, from 

different countries, and it is proven that this model is robust and stable, because, when we 

change the input, it always generated superior results. We argue that this hybrid auto-

generated model can be reproduced on other indices or financial time series. 

Overall, AutoCNN is able to better understand the dynamical variations in daily SSE index and 

NASDAQ index that are caused by external factors, especially in crisis periods. AutoCNN 

generated results in the task of stock index prediction that are superior to those from other 

implemented neural networks (SRNN, GRU and LSTM), due to its ability to effectively capture 

local patterns and temporal dependencies within the financial data. It excels at feature 
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extraction, automatically learning hierarchical representations of input data, which is 

beneficial for identifying short-term trends and specific features influencing stock price 

movements. Additionally, AutoCNN requires less preprocessing and can be computationally 

more efficient, contributing to its superior performance in the stock prediction scenario. Thus, 

the hybridization of the halving grid search technique with a CNN has demonstrated robust 

capabilities in optimizing model hyperparameters effectively, with reduced computational 

cost compared to exhaustive methods such as the grid search technique, which is greedy in 

terms of resource use. 

Limitations of the Proposed Approach 
AutoCNN can be considered as a financial decision support system that can help investors or 

financial institutions. It aims to enhance the decision-making processes in the context of stock 

index prediction and it involves several key aspects, all of which contribute to more effective 

and successful investment strategies, such as: 

1. Informed decision-making; 

2. Risk mitigation; 

3. Optimized Timing; 

4. Adaptation to Market Dynamics. 

Nevertheless, AutoCNN is not without limitations. One notable constraint is the inherent 

difficulty in capturing the dynamic and intricate nature of financial markets solely through the 

analysis of historical price charts (combining fundamental analysis with artificial intelligence 

techniques). AutoCNN may struggle to discern the complex temporal dependencies and subtle 

market trends that influence stock prices. The explainability of the AutoCNN model represents 

a prominent issue for future work. Moreover, stock prices are influenced by a multitude of 

factors, such as economic indicators and market sentiment, which may not be adequately 

represented in the input data for the AutoCNN model. Therefore, while this approach offers a 

promising avenue for stock price prediction, it is crucial to acknowledge these limitations and 

consider complementary approaches, such as incorporating fundamental analysis or 

sentiment analysis, to enhance the model’s robustness and reduce the risk of overestimating 

its predictive capabilities. 

Conclusions and Orientation for Future Research 
Recent technological advances, such as the deep learning approach, contribute to digital 

transformation of the economy sectors, including finance. Deep learning has become widely 

applied and it is considered a motive power in the current digital economy. The purpose of 

this paper is to use the automated deep learning (AutoDL) technique to propose an intelligent 
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financial decision-support system to investors, to help them to make accurate decisions on 

financial investment during periods of uncertainty.  

Deep learning models, and especially CNN, are applied in this research work to propose a 

robust and stable solution, named AutoCNN, which is used in three steps, namely: (1) CNN 

for Automatic Feature Extraction; (2) HGS algorithm hybridized with CNN for stock price 

prediction; and (3) Evaluation and comparison. AutoCNN is firstly benchmarked against five 

models (LSTM, GRU, SRNN, ARIMA, and SVR), using five regression metrics (MSE, RMSE, 

MAE, R2, and MAPE) , an execution time (ET) metric, and a statistical method (stepwise 

multiple testing procedure). After conducting several experiments, we have realized that the 

proposed AutoCNN can stably predict the stock index prices under uncertainty. Therefore, we 

recommend it to be used by investors, without demand for expert knowledge because all the 

process is automated. The benefits from this work are to prove the effectiveness of applying 

neural network architectures to offer reliable predictions for financial decision makers in the 

digitalised economy during crisis periods. 

For future work, we propose an extension of this paper by including other emergent neural 

network architectures, such as the Spiking Neural Networks (SNNs), and involving other stock 

exchange indexes. 
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Appendices 
In this section, we include Tables and Figures concerning the comparison of results. 

Appendix A 

Table A1. Comparison of validation metrics of AutoCNN against benchmarked models for SSE index 

Model  Metrics 
MSE RMSE MAE R2 MAPE 

(%) 
ET 

(second) 
AutoCNN 0.00001 0.003 0.002 0.998 0.4% 1.63 
LSTM 0.00008 0.009 0.006 0.986 1.1% 21.4 
GRU 0.00008 0.009 0.007 0.985 1.3% 20.5 
SRNN 0.00007 0.008 0.007 0.987 1.2% 8.09 
ARIMA (Lv et al., 2022) - 36.981 25.102 0.9690 0.8% - 

 

Table A2. Comparison of validation metrics of AutoCNN against benchmarked models for NASDAQ index 

Model  Metrics 
MSE RMSE MAE R2 MAPE 

(%) 
ET 

(second) 
AutoCNN 0.00001 0.004 0.003 0.999 0.53% 1.8 
CNN-LSTM 0.00003 0.006 0.003 0.997 0.54% 22.8 
CNN-GRU 0.00004 0.006 0.004 0.997 0.67% 21.5 
CNN-SRNN 0.00007 0.008 0.006 0.995 0.99% 8.4 
ARIMA (Kumar et al., 
2022) 

- 20.438 - - 1.43% - 

 

Table A3. The stepwise multiple testing method applied to AutoCNN 

Results generated by the stepwise multiple testing method 
 SSE index NASDAQ index 
AutoCNN vs SVR 2.03e-05 3.16e-05 

 

Appendix B 

 
Figure B1. Real value vs Predicted value using the AutoCNN model 
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Figure B2. Real value vs Predicted value using the LSTM model 

 
Figure B3. Real value vs Predicted value using the GRU model 

 
Figure B4. Real value vs Predicted value using the SRNN model 

Appendix C 

In Figures C1, C2, C3, C4 and C5, the y-axis represents the error rates generated by the models 

considered, while the x-axis denotes the name of each implemented model per dataset. 

However, for Figure C6, the y-axis represents the time consumed by each model during the 

training phase and the x-axis denotes the name of the model. 
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Figure C1. MSE comparison of the implemented models 

 
Figure C2. RMSE comparison of the implemented models 
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Figure C3. MAE comparison of the implemented models 

 
Figure C4. MAPE comparison of the implemented models 
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Figure C5. R2 comparison of the implemented models 

 
Figure C6. Execution Time comparison of the implemented models 
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