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Editorial

Building Trust in the Digital Economy

Leith H. Campbell
Managing Editor

Abstract:

This editorial comes in two parts: some remarks on government plans for the digital economy and the necessity of building trust; and a brief introduction to the papers in this issue.

Keywords: Government strategy, Trust, Editorial

Government Leadership and Trust

The role of government and maintaining and supporting trust are themes that run through many of the papers in this issue. Government is called upon not just to regulate telecommunications and the digital economy, but also to provide leadership and direction in some areas.

When telecommunications was being transformed from a government-run near monopoly to a privately owned, competitive marketplace, there were some, perhaps, who thought it would be “set and forget”: governments could mainly stand aside, keeping just a light hand on the regulatory tiller to ensure fair competition. In Australia in 2009, this view was firmly set aside by the Commonwealth (federal) Government of the time deciding to create a wholly owned government business enterprise, NBN Co Ltd, which would establish and operate a wholesale only National Broadband Network (NBN), and to give it a near monopoly of high-speed access. It has been a matter of comment, debate and political contention ever since.

That such a move would be subject to debate and political scrutiny should come as no surprise: it was ever thus. This journal issue includes a review by Professor Judith Brett (Brett, 2022) of a new book by John Doyle on telecommunications “reform” in Australia up to the introduction of full competition. The book’s title, Crossed Lines: Disruption, Politics and Reshaping Australian Telecommunications, hints at the nature of the “reform” process. While politics plays a part, Professor Brett in her review expresses the view that “continuous
disruption [in telecommunications] is driven by relentless technological innovation to which politics has little choice but to respond” (Brett, 2022, p. 97), a view undoubtedly supported by many readers of this Journal. Another case of a political response (in this case, Colonial politics) to technological change is described in the historical reprint (Moorhead, 2022) in this issue.

When Michelle Rowland, the Australian Minister for Communications, gave the Charles Todd Oration (a major event in the annual calendar of TelSoc, the publisher of this Journal), in October 2022, she indicated that she recognized the need both for enhancements to the NBN – that is, to the supply of broadband – and for building the capabilities of users and the inclusion of all in taking advantage of digital services – that is, the demand side.

The recently issued “Statement of Expectations” for NBN Co (NBN Co, 2022) by the Commonwealth Ministers for Communications and Finance is a step on the road to better supply. It is a more comprehensive document than its predecessor (Australian Government, 2021) and, while it sets expectations in many areas, it includes few real targets. It does, however, specify some peak download speeds: 1 Gbps availability for 90% of premises in the fixed-line footprint (NBN Co, 2022, p. 2) and at least 50 Mbps busy-hour speed for Fixed Wireless Access (p. 4). We expect that NBN Co will define further targets and specific commitments, as it responds to the Government’s expectations.

The New Zealand Government, which seems to do well in this area, has recently issued “The Digital Strategy for Aotearoa [New Zealand]” (NZ Government, 2022). It sets out three themes – trust, inclusion and growth – the first two of which are primarily concerned with users and demand-side issues (while being underpinned by technological means). It sets out goals and measures in each area and it recognizes both challenges and opportunities. Importantly, it describes how the strategy will be put into action and how it will be adjusted as it progresses.

The New Zealand Government is right to emphasize trust. Trust is also identified as an important issue in another paper in this issue (de Percy, Campbell & Reddy, 2022) that provides an overview of both supply-side and demand-side initiatives in several countries. The New Zealand plan stands up well in comparison to the other strategies outlined in that paper.

The issue of trust also runs through other papers in this issue. Trust is an important aspect of mobile services for users (Sahli Sassi, Hammami & Ben Lallouna Hafsia, 2022); it must be supported by technology (Abbassi, Toumi & Ben Lahmar, 2022); and, in a democratic society, it is important that citizens trust the results of elections performed by digital means (Al-Zoubi, Aldmour & Aldmour, 2022).
Trust and inclusion will be major issues in the future. Governments will need to show leadership in these areas if they are to depend on digital services for their own interactions with their citizens – and if society is fully to benefit from the fast-expanding digital economy.

In This Issue

We have a strong Public Policy section in this issue with two papers. *Towards an Australian Digital Communications Strategy: Lessons from Cross-Country Case Studies* summarizes initiatives in several countries to develop and execute a strategy for supporting the digital economy. *Preserving Transparency and Integrity of Elections Utilising Blockchain Technology* describes a proposal for security of election processes and results.

In the Digital Economy section, we have one paper, on the attitudes towards, and the requirements to support, *Perceived Risk, Structural Assurance and Trust in Mobile Payments*.

In the Telecommunications section, we publish two papers. *Towards Optimization of Patients’ Turnaround Time using Bluetooth Low Energy Based Solutions* outlines a method for improving processes in hospitals. *A Proposal for Dynamic and Secure Authentication in IoT Architectures Based on SDN* looks at how to secure the Internet of Things.

We publish a review, *A History of Reshaping Australian Telecommunications: A Review of John Doyle’s Crossed Lines: Disruption, Politics and Reshaping Australian Telecommunications*, of a book that will be of interest to many readers of the *Journal*.

In the Biography section, we record the speeches given when David Piltz [was] Awarded the 2022 Charles Todd Medal.

In the History of Telecommunications section, we reprint a “historical” paper from 2010 describing the *Marconi Wireless Telegraphy Trialled in Australia in 1906*.

As always, we encourage you to consider submitting articles to the *Journal* and we welcome comments and suggestions on which topics or special issues would be of interest.
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Towards an Australian Digital Communications Strategy

Lessons from Cross-Country Case Studies

Abstract: In the early 21st century, governments developed national broadband plans to supply high-speed broadband networks for the emerging digital economy and to enable digital services delivery. Most national broadband plans are now focused on moving to ever faster networks, but there is a growing need to develop national digital communications strategies to focus on the demand-side of the broadband “eco-system”. In this paper, we outline the approaches adopted by the United States, Canada, the United Kingdom, Singapore, and Korea to assist in the development (or renewal) of Australia’s national broadband strategy, or, as we prefer, national digital communications strategy. The paper draws on the lessons learned from the case-study countries and the recent pandemic and considers some theoretical aspects of the broadband ecosystem. We conclude by suggesting a process to re-evaluate Australia’s national digital communications strategy as it rolls forward, and to incorporate recent international trends to develop demand-side policies to enable greater adoption and use of existing broadband infrastructure and digital services.
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Introduction

In the first decade of the 21st century, governments developed policies to enable residents to have improved access to broadband networks. In Australia, this trend was reflected in the successful 2007 federal election campaign by the Labor Party to support fixed broadband access to all premises, a policy that eventually led to the National Broadband Network (NBN)
provided by a government-owned company. At the same time, Mobile Network Operators (MNOs) were deploying ever more capable mobile broadband services. These deployments represent the supply side of a national broadband strategy.

In the second decade of the century and subsequently, attention has turned to the demand side of broadband. This is to ensure that all participants in the digital economy and digital society are able to use the broadband facilities that have been made available, driven by a range of social values, such as inclusion, fairness and equity. When TelSoc undertook an assessment of progress in Australia towards a national broadband strategy at the end of 2021 (TelSoc Broadband Futures Group, 2021), it found that there were some initiatives on the demand side but that they were generally of small scale and uncoordinated. Particularly after the COVID-19 pandemic, when online medical consultations and online education became widespread, it is no longer satisfactory to leave demand-side support to piecemeal solutions. A coherent, strategic approach is required for greatest effect (ITU, 2022a).

It is important to note at the outset that not all actions are in the hands of the government. Clearly, MNOs and other telecommunications-related companies and industry stakeholders have a major part to play in supplying broadband and digital services and in educating their customers on how best to use the facilities they provide. The role of government is assuredly to intervene directly in those places where the competitive market fails but also, more importantly, to define an overarching direction and set a policy that can offer guidance and can support ongoing investment by private companies. This is what we refer to as a national digital communications strategy.

This paper, then, looks at what has been undertaken in other jurisdictions and how effective these actions have been, in order to identify initiatives that could be undertaken in Australia as part of a national broadband strategy or, as we now prefer, a national digital communications strategy. The paper is arranged into four sections. The first section provides an overview of the policy approaches adopted by the case-study countries. The second section examines supply-side policies and the relevant outcomes on the basis of per capita take-up of broadband services. The third section considers demand-side policies and outcomes (where measurable) and the final section outlines an ongoing renewal process for an Australian national digital communications strategy based on the lessons learned from the case-study countries.

**Overview of the Case-Study Countries**

All advanced economies and most countries have a “broadband plan” of some sort. Indeed, the ITU (ITU & CISCO, 2013) encourages all countries to do so. Australia could therefore draw inspiration from a wide variety of sources. We have selected case-study countries not just for
their direct relevance to Australia but also where innovative solutions have been implemented or where relevant challenges have been addressed. This section provides an overview of each of the case-study countries.

**The United States** is a rich and geographically diverse country in which there is a strong preference for private-sector solutions and a reluctance for government intervention. About 85% of US homes (Martin, 2021) have an Internet subscription. Nevertheless, the federal government has recognized that access to the Internet is an essential service and has identified unserved and underserved areas of the country (FCC, 2010). In recognition of the economics of broadband rollout, it has also identified “anchor institutions”, such as schools, hospitals, and government buildings, that should have high-speed Internet access. The interaction between the various levels of government in adopting these anchor institutions requires an interesting form of cooperative federalism, with federal leadership in broadband supply setting supply-side goals: a minimum of 100/50 (100 Mbps downstream towards end users; 50 Mbps upstream) broadband access to 100 million homes (about 82%) and at least 1 Gbps service to anchor institutions. On the demand side, it has recognized that affordability is not the only barrier to broadband take-up: a lack of digital skills or awareness can also limit access.

**Canada** is a geographically diverse country with responsibility for telecommunications divided between federal and provincial (state) governments and a dependence on private-sector initiatives. The emphasis has been on the provision of high-speed Internet services to rural areas, to match what is available in cities. There have been federal, provincial, and municipal initiatives, with the more populated provinces of Ontario (Ontario Government, 2022) and Quebec being particularly active.

**The United Kingdom** has a history of competitive mobile communications and an analytical and effective telecommunications regulator, Ofcom. The government and regulator have encouraged fibre access to homes and businesses over many years and the UK’s broadband supply strategy is focused on producing a 1Gbps service (Hutton, 2022). On the demand side, the government has recognized the need to encourage digital competence to address social, economic and equality gaps. It has also noted that trust is an important element in the decision to take up and use digital services (Department for Digital, Culture, Media & Sport, 2022).

**Singapore** is a country with a strong centralised government and an emphasis on economic development and international competitiveness. It views affordable broadband access as part of a “smart nation” development. On the supply side, it was one of the first nations to offer an affordable 1 Gbps service (World Bank, 2018, p. 185). On the demand side, it has emphasised bringing low-income families and individuals online.
South Korea has used telecommunications technology as one mechanism for economic revival and development over the past 30 years. It established a world-leading mobile communications service through strong co-operation between the government and industry (industrial conglomerates). It then established widespread fixed Internet access through a variety of mechanisms. The continued co-ordination between government and advanced industries maintains South Korea as a high-tech nation. As a leader in broadband supply, it also is a place where social issues related to Internet usage first become apparent. Demand-side initiatives in municipal areas are helping residents to access digital government, transport, health, and financial services through hands-on assistance.

Supply-Side Policies and Outcomes

In the early 2000s, most advanced economies focused on deploying infrastructure to provide access to broadband Internet services as a priority. While countries such as Korea and Canada, both early leaders in broadband supply, pursued deliberate strategies to bridge the digital divide, in other jurisdictions, digital literacy was, for the most part, a secondary matter to the provision of broadband infrastructure in the first decade of the 21st Century. Although the supply-side focus rested on a strategy of “build it and they will come” (ITU, 2012, p. 70), a focus on digital literacy posed a chicken-and-egg quandary for many administrations, with concern that supply and demand might be imbalanced one way or the other for long periods. As with most networked technologies, historical legacies and previous adoption patterns suggest there is no single optimally affordable way to deploy broadband networks: the variety of peculiarly local and national issues influence the type of technologies that have been or can be adopted and therefore the policy approaches that can be employed to stimulate further deployments.

Hughes’ (1993, p. 405) research into electricity systems in Germany, the US, and the UK found that local conditions resulted in distinct technological styles in each jurisdiction. Hughes defined these conditions that existed external to the technology as cultural factors: “geographical, economic, organizational, legislative, contingent historical, and entrepreneurial conditions... factors [that] only partially shape technology through the mediating agency of individuals and groups”. However, electricity systems are passive networks where users have limited choices about how the network is deployed or used, whereas modern communications systems provide suppliers and end-users with a variety of choices about the means of delivery and the use of the services. Rather than “cultural factors”, the various connectivity requirements of users tend to reflect particular circumstances which must be taken into account by policymakers if they are to enable greater take-up of a particular technological function or use of a service. The varieties of particular individual, organisational,
geographic, demographic, and infrastructure situations that policymakers may need to address (while attempting to predict the current and potential uses of communications technologies in such various conditions) might be better defined as the varieties of particularism that encapsulate the diverse circumstances in each case-study country. These distinct varieties of particularism are evident in the approach adopted by each of the case-study countries in deploying broadband infrastructure.

There are many different ways of achieving highspeed connectivity, and previous technology decisions can influence the policy choices available in the present. For example, Canada’s proximity to US television broadcast stations led to the deployment of community antennas that later evolved into coaxial cable networks capable of delivering broadband. This led to platform-based competition between coaxial cable and digital subscriber line (DSL) providers in Canada; a situation that did not occur in Australia on a large scale. Similarly, high-density housing in Korea enabled rapid deployment of fibre networks that could not be achieved in Canada, the US, and Australia due to the large, sparsely populated areas to be connected.

Using the measure of broadband subscriptions per 100 inhabitants, Korea ranks first of the case-study countries (and sixth overall in the OECD) with 44.16 subscriptions per 100 inhabitants, with 87% of those subscriptions utilising fibre networks (see Figure 1). Canada, ranked second in the case-study countries for fixed-line broadband, has 41.48 subscriptions per 100 inhabitants but with 50% of those services delivered over coaxial cable. The UK ranks third of the case-study countries and has 74% of its 41.08 fixed-line subscriptions per 100 inhabitants delivered via DSL. While the US ranks fourth and has 61% of its 38.45 subscriptions per 100 inhabitants delivered via coaxial cable, it must be noted that the US has more fixed-line subscriptions overall than all the other case-study countries combined.

Australia ranks fifth and, despite the NBN rollout occurring over the last decade, has only 23% of its 35.53 subscribers per 100 inhabitants connected via fibre. Singapore lags the other case-study countries in fixed-line broadband with 25.81 subscriptions per 100 inhabitants but is ranked first for mobile broadband subscriptions with 144 subscriptions per 100 people, reflecting the mobile connectivity that can achieved within Singapore’s land area of only 728.6 km² (see Figure 2).

There are other interesting statistics that suggest there is an element of supplementation, complementation, and substitution in fixed-line versus mobile subscriptions. For example, all of the case-study countries have surpassed 100 mobile subscriptions per 100 inhabitants except Canada. Canadian mobile subscriptions are notoriously expensive, with facilities-based rather than service-based competition keeping prices among the highest in the OECD (Barnea, 2022).
Korea was an early adopter and an early leader in broadband supply. However, the market-based philosophy adopted by Anglo liberal democracies contrasts sharply with that adopted by Korea, where policymakers:

...address all the components of the eco-system in an inter-connected fashion, generating incentives for broadband adoption in the areas of applications and services to follow through the build-up of broadband networks. Additionally, with support of a government research institute, the Korean Information Society
Development Institute (KISDI), policy makers in this country were able to develop and refine a broadband technology strategy based on rigorous economic analysis (ITU, 2012, p. 71).

Korea’s approach to deploying broadband and incorporating users early in the national broadband plan was key to addressing Korea’s particular circumstances. For example, Korea is home to Samsung and LG, two major device manufacturers, with major research initiatives in next generation communications technologies focused on end-users, and a highly urbanised population with a large proportion living in apartment blocks, which makes it easier to connect subscribers to the broadband network than in large, sparsely populated countries like Australia, Canada, and the US. Koreans, generally, tend to be “tech-savvy” (Budde, 2022) and, led by the central government, have developed an over-arching strategy that began with the Korea Information Infrastructure project in 1995 (Strand Consult, 2022). However, government leadership has its limits once communications markets mature, with recent critiques of Korea’s limited competition model forecasting higher prices in the near future (Park & Nelson, 2021).

Like Korea, Canada adopted a global leadership approach to the Internet (and later broadband) and, also from 1995, through the Information Highway Advisory Council (IHAC) and the policy leadership of then Minister for Industry John Manley, focused on “making Canada the most connected nation” (d’Haenens & Proulx, 2000, p. 282). Industry Canada later developed IHAC into the Information Highway Applications Branch (IHAB) in Industry Canada to address areas where markets were not delivering broadband services. A key goal of IHAB was to develop “market aggregations” of local communities (including First Nations communities) to connect with various providers (including municipal and province-owned providers). The policy leadership was also implemented in the mandate of Canada’s specialist regulator, the Canadian Radio-television and Telecommunications Commission (CRTC), and its policy aim of “regulatory forbearance” to restrict government interference in markets, while at the same time providing swift regulatory solutions to small service providers through an expedited complaints process where larger incumbent service providers were potentially conducting anti-competitive behaviour, especially in smaller communities where small-scale providers might otherwise deploy affordable or subsidised services that the incumbent service providers were reluctant to provide.

Over-arching this approach, according to many industry experts, the federal government focused on “facilitating, stimulating and legitimating” community involvement in the process of infrastructure deployment in areas of market failure (in areas where commercial incentives might be too weak or otherwise inappropriate for generating desired social, community and user outcomes) (see also Note iii). Alongside a technologically neutral approach, supported by
an independent municipal and provincial spirit stemming from constitutional arrangements that traditionally situated telecommunications powers with the provinces, local communities were able to develop broadband networks using a variety of technologies, including fibre, coaxial cable, and wireless. Canada was indeed an early leader in fixed broadband and, until recently, was first in the OECD rankings of the largest federated countries, yet Canada’s penetration of mobile broadband has lagged Australia’s (see Figures 1 and 2).

The US, largely responsible for the development of the Internet, is similar to Canada in that the embedded coaxial cable infrastructure remains the dominant network for broadband services. Similarly, Australia and the UK predominantly rely on DSL broadband services, reflecting the historical legacy of government ownership of the original telephone network and the absence of the pay-TV systems that dominated North America. Korea and Singapore, on the other hand, have some of the fastest fixed-line broadband speeds in the world and are both investing in 6G mobile technology and aiming to boost their fibre networks from 1 Gbps to 10 Gbps in the near future (Low, 2022).

Framing a Technology Policy

There are some theoretical aspects of technology policy that must be addressed before considering the demand-side aspects of a national digital communications policy. Following on from Hughes’ (1969) concept of technological momentum, a form of “soft” determinism that falls somewhere between technological determinism and social constructivism, it can be said that “social development shapes and is shaped by technology” (Hughes cited in Smith & Marx, 1994, p. 102). Technological momentum is therefore a “more complex concept than determinism or social construction” and it is also time dependent (Hughes cited in Smith & Marx, 1994, p. 102). It can also refer to the:

...increase in the rate of: 1) the evolution of technology, 2) its infusion into societal tasks and recreations, 3) society’s dependence on technology, and 4) the impact of technology on society” (Dyer, 1995, p. 255).

Technological momentum, then, is a useful concept in explaining the evolution of broadband services in response to societal needs and the infusion of technology into how we live and work. In the analysis above, there are three groups of countries that have similar characteristics resulting from their cultural and historical trajectories. First, there is the North American model based on coaxial cable stemming from the deployment of cable networks well before the Internet was publicly available, combined with a blend of public, private, and community involvement in deploying broadband networks. Both Canada and the US lag the other case-study countries in mobile subscriptions, most likely resulting from issues of pricing. Second, the UK and Australia, with an historically government-owned Plain Old Telephone Service
(POTS) network with no competing platform, still rely on DSL. Although Australia and the UK have some fibre networks, the deployment of modern mobile networks has seen the take-up of mobile services in the UK and Australia surpass 100 subscriptions per 100 inhabitants. Third, Korea and Singapore, both formerly developing nations that have mobilised their collective efforts to bring greater standards of living and prosperity to their citizens in a matter of decades, have been able to deploy fibre networks and high-tech mobile networks, perhaps leap-frogging the embedded earlier technologies of the other case-study countries, no doubt helped by the high density housing on a small land area reducing the necessary investment when compared to Australia, Canada, and the US.

From the above analysis, three key issues emerge. First, those countries that focused on deploying fixed-line broadband services early on gained a significant advantage that was not readily overtaken by the other case-study countries. For example, Canada’s early leadership in fixed-line broadband penetration continues to outpace Australia’s, despite Australian taxpayers investing some $44 billion in the NBN over the last decade (Baird, 2022). Second, solutions that take into account the varieties of particularism inherent in different jurisdictions, including political, economic, cultural, geographical, and historical conditions, and the needs of users, tend to result in better-connected populations. Third, a key role for government is not necessarily deploying publicly-owned infrastructure but for providing the leadership that enables the deployment of infrastructure, whether through policy incentives, regulatory forbearance or other measures that promote the involvement of all levels of the public, private, and civil society sectors in signalling demand or acting as anchor tenants for networks. The next section focuses on the most important component of the particular characteristics of a given jurisdiction, the users.

**Demand-Side Policies and Outcomes**

Global COVID-19 lockdowns motivated an upsurge of digital interaction, encouraging government services, the health sector, educational institutions, and many employers to transition from traditional face-to-face to online interactions. Similarly, social distancing rules encouraged many families to commemorate births, funerals, marriages, graduations, birthdays, and other traditionally face-to-face events as online events using various digital platforms. It is interesting that the enabling technologies for online interactions on such a global scale were not deterministic, but rather constructivist in that social institutions adopted the technologies to adapt to pandemic restrictions (see Note Error! Bookmark not defined.). The motivated changes to the way we live and work resulted in an explosion of use of online interaction in all aspects of work and family life, in addition to streaming services adopted as a supplement for face-to-face entertainment activities (Weinschenk, 2020).
While demand for online interaction and entertainment increased the uptake of the gamut of digital services, it also exposed the importance of digital inclusion and demand-side policies to enable vulnerable groups, such as the elderly, to develop the digital literacy skills necessary to benefit from the available technologies (Martínez-Alcalá et al., 2021; Wheeler, 2020). In advanced economies (Muñoz-Najar et al., 2021, p. 24), the rapid uptake of pre-existing digital services during the pandemic suggests that, in addition to supply-side policies, there is considerable scope for making better use of existing services if appropriate demand-side policies can encourage more people to adopt these services. This section, then, discusses the relevant demand-side policies adopted by the case-study countries and the outcomes of these initiatives.

The demand for digital services during the pandemic highlighted institutional barriers that hinder the take-up of digital services. Indeed, the importance placed upon access to digital services resulted in initiatives to ensure ongoing supply of broadband services, particularly for those who could not afford the services as a result of income loss during the pandemic (FCC, 2020). Pandemic-related demand aside, institutional arrangements that may have previously been a barrier to take-up of digital services (such as the absence of subsidisation for telehealth consultations) were gradually removed as pandemic restrictions were applied in most jurisdictions. vi For example, justice systems enabled the use of electronic signatures and remote hearings (Legg & Song, 2022), and educational institutions that had previously only half-heartedly adopted online learning were forced almost overnight to move face-to-face classes and examinations completely online (Muñoz-Najar et al., 2021). Further, many legal, financial, and property services quickly adopted remote application and approval processes; and retail, food, and beverage firms adopted home delivery and other non-contact ways of buying and selling goods digitally. Again, most of these services were already available but the social and institutional arrangements had not kept pace with the available technologies (UNCTAD, 2021). Whether the post-pandemic era will perpetuate the “hybrid” way we live and work remains to be seen, but it is clear that many of the barriers to digital services were institutional rather than technological.

Pandemic-driven demand for digital services raised three key issues for accessibility, particularly for those who otherwise had avoided either using digital services or otherwise had no opportunity to develop digital skills. First, online health, medicine, financial, and government services are accessible for some, but not all residents. Elderly people and people with disabilities, for example, may find it challenging to navigate their way through digital services and often require hands-on assistance. Ng, Lim & Pang (2022) argue that the people who are least able to use online health, medicine, or government services and assistance may be those who require these services the most. The authors draw attention to the fact that “some
online services are accompanied by online guides, [but] these are not always easy to comprehend, especially for the less digitally or language literate” (Ng, Lim & Pang, 2022). To improve accessibility, the Singapore Government requested social service volunteers to step in and help their clients with booking appointments at clinics and employment agencies, and provide assistance with scanning, uploading and submitting online forms and documents. However, Ng, Lim & Pang (2022, pp. 7-8) highlight that, although these professionals can help the vulnerable, their “primary role is to provide social services and not technical support”. Therefore, to bridge this gap, the Singapore Government employed over 1,000 full-time professionals as part of the Digital Ambassadors initiative to provide one-on-one digital consultation. Furthermore, these ambassadors adopted an effective technique that categorised the targeted people into two groups: people who need additional support such as the elderly (Seniors Go Digital); and stallholders from food centres (Hawkers Go Digital) (Ng, Lim & Pang, 2022).

Not all accessibility programs were pandemic-driven. For example, over the previous decade, the UK’s “Get IT Together” program run by BT (formerly British Telecom) and “Go ON UK” program run by the Government Digital Service aimed to provide Internet access, skills training, and advice tailored to individual needs, in particular to the elderly, the disabled, and job seekers with no Internet access, and to do so in all four countries of the Kingdom and in the regions (Cabinet Office & Government Digital Service, 2014). These and other programs brought together the central and local governments with businesses and not-for-profit entities to provide a coherent and coordinated response to promoting digital inclusion. Similarly, in the US, the National Broadband Plan implemented by the Obama Administration considered policy interactions as part of an “ecosystem” approach to enabling “broadband capability”. The Plan focused on competition, efficient allocation and access to assets (such as spectrum, poles and wires, rights of way), and reform of laws, standards, and incentives to enable access in high-cost areas underserved by markets (FCC, 2010, p. xi). Further, the FCC’s (2022, p. 9) “ecosystem” approach to funding innovative programs to improve broadband capabilities complements markets by making all levels of government, tribal (Indigenous) organisations, educational, public service, and not-for-profit organisations and so on eligible for federal funding (see also Broadband Technology Opportunities Program, 2010). Nevertheless, the pandemic increased first-time digital customers in all sectors (including digital government services) at rates that, based on previous trends, might have taken years (SAS Institute, 2021).

Second, people require suitable devices (in addition to skills and a broadband subscription) to access digital services. For example, as online learning became the norm during the pandemic and students were obliged to participate, many institutions did not consider problems with access to devices in a low-income household, particularly those with more than one child.
For example, pre-existing Singapore Government programs that enabled device ownership for low-income households were restricted to one laptop per household. These were subsequently amended to the “one device per learner” policy (Ng, Lim & Pang, 2022). Canadian school boards predominantly provide devices for students, but not generally to those in earlier stages of education. Some First Nations’ communities were forced to close schools altogether due to a lack of devices for students, many without home-based Internet connections. Even wealthier communities were affected by device shortages. For example, in January 2022, Ontario school boards, amid a shortage of devices, delayed the beginning of term to allow distribution, with some boards opting for a “one device per household” policy (Alphonso, 2022). Each case-study country has adopted a different approach to providing access to digital devices. For example, the US Government, under the Affordable Connectivity Program, provides low-income households with subsidised Internet connections (up to $30 per month) and discounts on digital devices (up to $100 per device), but only one per household (The White House, 2022).

Third, and given the swift uptake of digital services during the pandemic, cyber criminals have taken advantage of increased online users (Dziedzic, 2022) through hacking and identity theft, to the point where personal data has been ransomed in Australia. According to Rubinsztein-Dunlop et al. (2022), recent attempts by foreign criminal groups to ransom Australians’ personal data from the Optus and Medibank breaches are “only the tip of the iceberg”. Although a detailed assessment of cybersecurity is beyond the scope of this paper, for digital services to be advantageous, trust in the system and therefore its security are a major concern for any national digital communications strategy.

In the Australian context, there is a disconnect (that is not so evident in the other case-study countries) between the level of government responsible for telecommunications infrastructure (the Commonwealth) and the level of government responsible for most of the daily digital services that citizens access (the States and Territories). Most federal government digital services, such as taxation, social security, health, and veterans’ services, are currently operated through MyGov, whereas the various States and Territories and local governments have different platforms and approaches for licencing, registrations, and transport.

The NSW Government’s Service NSW app, for example, contains numerous services relating to an individual’s digital identity. Much like the leadership necessary to deploy broadband infrastructure, similar leadership is required to ensure digital services are delivered in a way that is most effective for users of the services. In NSW, the Hon. Victor Dominello MP holds the distinct portfolio of Minister for Customer Service and Digital Government. The Service NSW app has outclassed the Commonwealth’s attempt to establish the CovidSafe app during the pandemic, and, unlike the Australia Card in the Hawke Government era and recent
attempts to establish digital identities for Australian citizens, is now considered a world standard for digital government service delivery (Bajkowski, 2022). Importantly, Service NSW shopfronts provide an educative function by which a customer is assisted by staff to use the computer terminals to conduct their business. This level of service is replicated in regional areas where even services such as births, deaths, and marriages can be accessed on a regular basis via travelling Service NSW staff in purpose-built caravans who assist residents in regional and rural communities to access digital services that years previously required travel to large metropolitan centres like Sydney, Newcastle, or Wollongong.

From the analysis above, there are varieties of particularism that require bespoke solutions – there is “no one fits all” solution to the different needs of customers or the requirements of different cultures or jurisdictions. Even attitudes towards trust and privacy require different approaches and, oftentimes, coaching. The recent development of PayID functionality on mobile phones, for example, has changed the nature of socialising. Previously, many hospitality venues would not allow bill-splitting (typically due to the high cost of merchant fees), whereas digital services such as PayID enable customers to quickly and safely transfer funds between individuals in real time. Such advances suggest that an ecosystem approach, cognisant of the varieties of particularism and the momentum created between technology-driven services and socially constructed practices around the technology, requires an ongoing system of renewal that can adapt a national digital communications strategy to changing technologies and social practices. Governments can play a key role here in promoting the use of digital services and making proprietary services accessible through government-related transactions and other interactions with citizens and end-users. The next section, then, considers a conceptual renewal process for a national digital communications strategy.

A Digital Communications Strategy Renewal Process

A broadband strategy lasting for 10 years cannot be just “set and forget”. A strategy should be re-evaluated periodically to ensure that it remains best positioned to deliver its aims. If it is not, it should be adjusted. In advanced economies, the shift in focus from infrastructure towards users is an important conceptual change in how we view broadband; hence, our preference for an Australian digital communications strategy (as opposed to a broadband strategy) that encompasses not only the deployment of infrastructure, but the opportunities for improvements in standards of living for users, including the most vulnerable in our societies.

One way to ensure that a strategy is periodically evaluated and adjusted as necessary is to put in place a system that provides regular feedback on the outcomes being achieved. In the case
of a national digital communications strategy, this involves tracking services, applications and users, as well as the availability and performance of broadband access networks.

Kim, Kelly & Raja (2010), in a report for the World Bank, think of this as an “ecosystem”. Their conception is presented in Figure 3. We can think of this as defining a broadband [re]evaluation cycle. As the authors say, a “broader conceptual framework leads to rethinking of the areas of focus for broadband policies and strategies” (Kim, Kelly & Raja, 2010, p. 16).

Figure 3. The Broadband Evaluation Cycle (Source: Kim, Kelly & Raja, 2010)

**High-speed networks**

The focus in a national digital communications strategy has often been just on the availability and performance of high-speed networks and network access. This was, for example, the original conception of the NBN: provide network access to all premises in Australia at a specified minimum performance or better. But this, then, raises numerous questions. Should the network access really be provided to all premises? What about the ones which already have alternative access? At what level should the minimum performance be set? And why? These questions cannot be resolved without a wider understanding of the drivers for network availability. This is where an understanding of the broadband evaluation cycle is useful.

**Services**

With greater availability of high-speed networks (both network access and high-speed long-distance transmission) comes greater availability of services. At the end-user level, services include IP connectivity and the attendant benefits of improved web browsing, cloud computing, access to corporate networks for remote working, and video streaming, for example. In addition, other services, not directly visible to end users, become economically feasible. Data centres can be built to supply vast data stores and computing facilities. Content Delivery Networks (CDNs), essentially private IP networks and data centres, can be deployed.
CDNs enable the mirroring of websites and storage of popular content nearer to end users, for example. All these generic services add greater capability and improved end-user performance to the underlying, high-speed, IP-based networks.

**Applications**

Applications are built on and for high-speed networks and services. The more capable the networks and services, the more capable the applications. Social networking applications, for example, are able to synchronize content across many sites and users in near real time: this feature is built on high-speed networks and cloud computing. Banking applications are able to keep their customer data secure through public-key cryptography, secure firewalls and security features widely deployed in data centres. An important cluster of applications are those for e-government. The public sector is “a producer and user of digital content and applications – including those for education, health, culture, and economic activities” (Kim, Kelly & Raja, 2010, p. 25).

**Users**

Users are people and other entities who use applications for interactions with businesses and government, or between themselves, or to upload content to or download content from the cloud. Users must be equipped with a suitable device, typically a computer or smartphone, for using applications, and a high-speed network access, either fixed or mobile, for interacting with other entities. In the end, a national communications strategy can only be considered successful if all citizens and residents are able to get access to and to use, effectively and efficiently, the applications they need to participate in the digital economy and digital society.

In periodically re-evaluating a national broadband strategy, the four participants – users, networks, services and applications – in the broadband development cycle need to be considered. A re-evaluation need not necessarily take in all aspects at once. The process is a cycle, meaning that identifying and overcoming a barrier to use in one aspect can lead on, around the cycle, to the development of greater capabilities in other areas.

**Re-evaluating a broadband strategy**

Even in a country like Australia, where fixed and mobile broadband networks are well established, it is still worthwhile to ask periodically if they are achieving and maintaining appropriate support for the digital economy and digital society. For example, one might ask if the current take-up of fixed broadband – about 74% of households and businesses – is satisfactory. There may be operational barriers to connecting rental properties, for example, yet only if all rental properties come with a broadband access already in place will renters face
no physical barrier to taking up fixed broadband. The government could introduce incentives for landlords or tenants to install and use a fixed broadband connection.

The following subsections provide some notes on possible insights that could be obtained through periodic reviews.

**Investments and demand**

While mobile broadband may be widely available, there is still a question if users are actually using the applications available. Some indirect data, like the distribution of monthly data volumes consumed by users, may indicate groups who are missing out through low cost, pre-paid plans with restrictive data limits. The distribution of data limits in actually used post-paid and pre-paid plans may also be informative. Of course, mobile service operators have extensive information on data usage and payments by their customers, but this information may not be made available either to government or publicly. Regulation on the industry to provide suitable customer data in an agreed form may be appropriate.

**Availability**

Services are built on the availability of high-speed networks. For example, if only low-speed accesses are available in a certain area, then cloud computing will be severely restricted or non-functional in that area.

Evidence for the deployment of services may be gained from actual user data or may be found in business expansion or investment. For example, nine new data centres are being built in regional NSW in response to the expansion of the NBN and NSW government initiatives (Adams, Inglis & Proctor, 2022).

**Access**

Applications need access to high-speed networks and the services they provide. Applications are built on the assumption of some level of access. If an application, such as a social-media platform, for example, depends on cloud computing and the cloud computing services are not readily available in an area, then the application will work less effectively or not at all in that area. Understanding what applications are popular and being used will give some information on what network and service capabilities are required. Customer complaints about the unavailability of an application or problems with using it will identify services or network capabilities that should be provided. The use of e-government applications can provide direct data for government.
Affordability and relevance

If an application is not relevant to users, they will not use it. If an application should be relevant to a wide range of users (e.g., e-health records) and is not being used, then one needs to ask what barriers are stopping it being used. This could involve a lack of appropriate network or service support, or it may be due to access to the application being unaffordable.

On the other hand, popular applications, such as video streaming or 4K-quality television, may be affordable in some areas and not in others. This may indicate a mismatch between where the revenue is received and where investment costs are incurred. The apparent mismatch in revenues between “over-the-top” applications and telecommunications operators is an ongoing issue and is likely to be resolved only through government action or regulation. (The Australian government undertook to resolve a similar mismatch in advertising revenues between online news disseminators and newspapers (Wilding, 2021)).

Conclusion

TelSoc’s earlier focus on a pathway towards an Australian National Broadband Strategy was a necessary first step in supporting the ongoing enhancement and usage of the National Broadband Network. And, while there is still some way to go in terms of bringing this important infrastructure to all Australians, the pandemic proved that more needs to be done to enable citizens to take advantage of digital services. To that end, we recommend that future iterations of the strategy refer to an Australian Digital Communications Strategy, which is broader in scope than just broadband network development. This would bring Australia’s policy focus into line with the latest international thinking on broadband services being one part of an “ecosystem” approach, as outlined above.

One major challenge for an Australian Digital Communications Strategy is that many aspects of our daily lives are intertwined with three different levels of government. Health and education services, for example, and many identity-driven services, such as transport and recreational pursuits, are regulated by State governments. This means that any national strategy will require the co-operation of the States and local governments for it to be effective. Government financial support for telecommunications networks and associated accessibility programs under the authority of section 51(v) of the Australian Constitution tends to avoid direct support for State and local governments and community groups. This is in contrast with the US, where the focus is more on unserved and underserved communities in bringing digital services to the people.

Rather than a coordinated approach, the Republic of Korea provides a coherent approach that encourages action in the ecosystem, rather than trying to direct results as tends to be the case
in Singapore. The lessons from Canada point to an interesting combination of coherence and coordination that do not prevent local and provincial (state) initiatives from functioning, while at the same time coordinating actions where these intersect with the various jurisdictions.

Given the write-down of some $31 billion of NBN recovery of capital costs at the time of writing (Baird, 2022), there is an opportunity to re-focus. The strategy needs to cover many moving parts and needs to involve and engage many diverse groups and stakeholders. Although this means the ecosystem is very complex, the strategy needs to be definite and certain. Although the semantics of rebadging the Australian Broadband Strategy as an Australian Digital Communications Strategy may seem petty stuff, we suggest that thinking beyond the NBN and adopting an ongoing process of renewal that encompasses all elements of the ecosystem in any strategic plan is key to our digital future. The most successful case-study countries examined in this paper all displayed policy leadership in adoption and use of digital communications technologies. An Australian Digital Communications Strategy provides the Australian government with an opportunity for such leadership.
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**Endnotes**

1 The term is borrowed from moral philosophy where it is used to explain a form of morality in which particular circumstances dictate particular approaches to morality, on a case-by-case basis, as opposed to a single moral principle that dictates all action (see Sinnott-Armstrong, 1999).


3 According to interviews with industry elites conducted by one of the authors in Canada in 2007.

4 Through the Department of Defense’s funding of ARPANET – the hardware – as opposed to the UK’s claim to have developed the World Wide Web – the software – under the auspices of Tim Berners-Lee.

5 There are two key opposing theories of the interaction between human society and technology: technological determinism, where technology shapes human action; and social constructivism, where human action shapes technology (de Percy & Batainah, 2021, pp. 43–44). Clearly, the pandemic revealed that societal needs prioritised the adoption of pre-existing online interaction technologies en masse, as opposed to the technologies being the driver for large-scale societal change. Technological
momentum sits somewhere between these two key theories, acknowledging that a theory that claims to both affirm and deny a particular phenomenon is tautological.

vi There are many examples of policies designed to keep people connected during the pandemic. These included enabling the Medicare Benefits Schedule for some telehealth consultations in Australia (Services Australia, 2020), and a raft of programs in the US through the Keep Americans Connected program (FCC, 2020). Whether such barriers will remain permanently removed in all jurisdictions remains to be seen.
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Abstract: Digital voting is increasingly important in both established and emerging democracies. Some of the advantages of digital voting are faster vote count and tabulation; accurate results; increased voters’ participation and convenience; and effective handling of complex electoral system formats that require laborious counting procedures. However, transparency, credibility, and integrity concerns, as well as the limited possibility of recount, usually make traditional digital voting systems unpopular. Digital voting using blockchain technology, however, is safe, transparent, and immutable, which makes it a suitable choice for future decentralized voting systems. In particular, the Ethereum blockchain is proposed as an appropriate platform for the backbone of an e-voting system due to its widespread use, transparency, consistency and provision of smart contracts. Initial piloting on the implementation of a blockchain-based voting framework in Jordan shows promising results on its transparency and integrity by incorporating a space for representatives and observers to monitor the election procedure and results as an additional measure to ensure its efficiency and reliability. The uptake of the proposed system calls for further debate and dialogue amongst governments and people, especially in developing countries where democracy is still in its infancy.
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Introduction

Automatic voting systems are as old as democracy itself. An innovative method to safeguard against voter fraud while maintaining a sense of transparency using a ballot box containing a glass globe mounted in a frame was proposed by Samuel C. Jollie in 1858 (Jones, 2009). Early
voting machines consequently dispensed entirely with any form of durable ballot and, in so doing, they provided reasonable secrecy. The first pushbutton voting machine appropriate for use in a general election in the United States was introduced by Anthony Beranek in 1881, thereafter improved and suggested by Jacob H. Myers in 1892. Four types of e-voting systems have mainly dominated the landscape since: direct recording electronic (DRE) voting machines; optical mark recognition (OMR); electronic ballot printers (EBPs); and Internet voting, where votes are cast from anywhere and transferred to a central counting server. In fact, digital voting commenced in the early 1960s by utilizing punched cards and subsequently evolved from basic transmission of tabulated results to a full-function online voting process. The degree of automation varied from marking a paper ballot to a comprehensive system encompassing vote input and recording, data encryption and transmission to servers, and consolidation and tabulation of election results (Abuidris et al., 2019).

Estonia was the first country to fully implement an electronic voting system in local elections in 2005, and has since been legally bound to hold general elections using the Internet as a means of casting votes (Tsahkna, 2013). Today, there are over 34 countries which adapt and implement electronic voting in parliamentary elections, Pakistan being the latest when its National Assembly passed a bill approving electronic voting machine (EVM) voting as recently as November 2021. However, the main concerns with digital voting are security, privacy, trust, accuracy, and cost-effectiveness. Citizens worldwide are concerned about election security and integrity, particularly power interference, technical failure or mismanagement, hacking, fraud, forgery and unauthorised voting, as well as the manipulation of results (Kshetri & Voas, 2018). In addition, digital voting systems must comply with national and international standards and regulations. In fact, several countries, including Germany and Netherlands (Loeber, 2014), have abandoned e-voting in elections due to reliability issues, while others still endorse it (Jain, 2019). Certain voting machines are also prone to unexpected and inconsistent errors, making it difficult to ensure the authenticity, transparency and accuracy of results.

Kshetri and Voas proposed a blockchain-enabled e-voting system in 2013 that offers a solution to most of the existing problems of e-voting systems, as data is decentralised and distributed in a database shared by a peer-to-peer network. Every node in the network keeps a copy of voting data and stores it in blocks, which are chained together to make the ledger. The ledger may then be accessed by everyone in the network, thus ensuring the authenticity and transparency of voting data records. Blockchain-based voting may thus reduce fraud and increase accessibility over the Internet through computers and smartphones with encrypted-key and tamper-proof personal identification. Several blockchain-enabled voting systems have since been implemented with a variety of technologies and various degrees of uptake and success in several countries, including India, Russia, Malaysia, Colombia and Pakistan (Jafar,
Aziz & Shukur, 2021; Giraldo, Barbosa Milton & Gamboa, 2020; Crowcroft, 2019; Syed et al., 2019; Sherman et al., 2019). In fact, blockchain technology uptake is globally sweeping the financial, business and public administration landscape with a significant scale of adoption in applications at organisations and institutions, in addition to an expectation of a massive $3.1 trillion worth of investments in the technology by 2030 (Madaan, Kumar & Bhushan, 2020).

In this paper, a blockchain voting system is proposed utilising the Ethereum platform, smart contracts, and supported by a decentralised database. The proposed blockchain system may offer citizens the opportunity to vote anonymously and transparently, to keep participants’ records, and to ensure fraud-free results. A pilot experiment is designed to simulate an election in Jordan and to test its integrity and transparency with online presence of candidate representatives and worldwide independent observers to monitor the process and endorse its integrity.

Blockchain Technology

Blockchain was first introduced in 2008 as a ledger to execute bitcoin transactions across a distributed network to provide a mechanism for remote nodes to reach consensus on the state of a ledger of information (Hoiss, Seidenfad & Lechner, 2021). Blockchain technology has actually moved over the years from the phase of inception to rapid development and practical applications. A blockchain actually consists of data blocks linked together in a sequential order forming a continuous chain of immutable records, which are permanent and tamperproof. The chain begins with a genesis block that records the first transactions. The block is also assigned an alphanumeric string called a hash, which it uses to create its own hash to link to the next block. Each block is given a number and contains data on transactions and a time stamp of the event, its own hash address and that of the previous block. Blockchain also uses a computational process called consensus to validate a block’s authenticity before it can be added to the chain. The nodes on the blockchain network must agree to the hash of the new block by verifying its correct calculation. Consensus ensures that all copies of the distributed ledger are in the same state. Each computer in the network thus maintains a copy of the ledger to avoid a single point of failure (Sheldon, 2021; Jeyasekar, 2020).

Blockchain is actually based on technologies that existed long before bitcoin appeared, such as the Merkle tree, which was proposed in 1979 to provide a data structure for verifying public records and digital signatures, and enabling multiple document certificates to live on a single block. In addition, mutually suspicious groups embody many of the elements of blockchain in the vault system established by David Chaum in 1979 to maintain and trust computer systems (Sherman et al., 2019). Actually, the vault system is a public record-keeping arrangement where group members follow private transactions that protect individual privacy through
physical security. The concepts of peer-to-peer (P2P) network and proof-of-work (PoW) to verify computational effort and deter cyberattacks also played an important role in the evolution of blockchain (Vivek et al., 2020). Recently, blockchain was introduced in electronic voting systems due to its attractive feature of end-to-end verification (Hardwick et al., 2018; Awsan & Othman, 2021; Puneet et al., 2021; Anggorojati, 2020).

In 2014, Vitalik Buterin introduced the Ethereum platform as a decentralized open-source application with smart contract functionality, which extended the utilisation of blockchain technology beyond cryptocurrency (Buterin, 2014). Consequently, Ethereum provided developers with a platform for building decentralised applications in almost any field, utilising smart contracts that could be deployed to a live network because it is a secure, immutable, traceable and transparent platform. Ethereum has actually implemented smart contracts and provided developers with a means for application developments in many fields. Industries immediately began to recognise and explore the potential of blockchain and, as of the year 2014, the focus shifted from digital currency to the utilisation and development of blockchain applications beyond the financial landscape. The platform has actually attracted an active developer community that continues to this day. In fact, Ethereum network transactions exceeded 1 million per day in 2019, and consequently the Ethereum Foundation launched the Beacon Chain in preparation for Ethereum 2.0 (Cortes-Goicoechea & Bautista-Gomez, 2021).

The smart contract is a collection of code and data that resides at a specific address with a hash 66 characters long, and lives on the blockchain in an Ethereum-specific binary format called Ethereum Virtual Machine (EVM) bytecode, as shown in Figure 1. One may enter the address into a block explorer; like Etherscan, to see all of the transactions associated with the contract. A contract application binary interface or Arbitrary Binary Interface (ABI) is the standard way to interact with contracts in the Ethereum ecosystem, both from outside the blockchain and for contract-to-contract interaction. The smart contracts are deployed on Ganache, which only executes the byte-code representation. The ABI serves as an interface between two program modules. It defines how data structures and functions are accessed in machine code. When the compilation is successful, the smart contract can be deployed using a particular contract deployment transaction. When a transaction is executed, the contract can be referred to by its address, calculated as a hash function of the originating account and account nonce (number of transactions originated from an account). Consequently, the Ethereum user utilizes the address and ABI to interact with a smart contract. Hashing, a vital feature in blockchain operation, is the cryptographic process of converting an arbitrary input of variable size to an output of fixed size using a complex mathematical algorithm. Ethereum utilizes Keccak-256 hashing in a consensus engine called Ethash. Keccak-256 is part of the Secure Hash Algorithm (SHA)-3 standard released by the US National Institute of Standards and Technology (NIST).
in 2015, but with slightly different parameters than the current SHA-3. It generates a cryptographic hash function that yields a 160-bit hash value consisting of 40 hexadecimal characters.

Figure 1. Blockchain Principle of Operation

There are two types of accounts in Ethereum, the first being an externally owned account (EOA), which is identified by a wallet address and controlled by a private key whose holder can transfer Ethers cryptocurrency and sign transactions. EAOs are linked to unique cryptographic key pairs, generated upon account creation. The public key address is used to reference the account, whereas the private key is used to sign a transaction before executing on the network to prove authenticity.

The second Ethereum account is, in fact, the smart contract, which may be considered an account controlled by its own code, or as an autonomous agent executed by the EVM, the core foundation and the main building blocks of any Decentralized Application (DApp). Once this code is deployed on the blockchain, the EVM will take care of running it as long as the conditions apply, and the contract may be publicly visited and viewed via its address with all associated transactions. Triggering functions in the smart contract can be performed from any account, as long as the address of the smart contract is known and the function caller has sufficient Ether to trigger it. A permissioned version of Ethereum exists, in addition to the public one, referred to as a private blockchain. In the public version blockchain, an EOA may send transactions to other addresses in the network using online explorers, such as Etherscan, while a central authority is needed to control and maintain its own ledger in the blockchain. In a country election process, for instance, a permissioned blockchain is usually preferred by governments in order to control the election process.

System Architecture

Ethereum has found popularity as a platform in e-voting systems and many examples have been showcased in the past few years (Khoury et al., 2018; Shukla et al., 2018; Yavuz et al.,
These focused on implementing Ethereum blockchain in e-voting systems governed by smart contracts to overcome problems associated with existing digital solution EVMs. Such platforms carry the promise of building trust among citizens on the transparency and openness of the election process, especially with the presence of a third party that monitors the validation, operations and procedures of voting, which is particularly important in emerging democracies.

The proposed architecture of the blockchain system designed to run the voting process consists of four main blocks, namely the client side, front-end web application, blockchain environment and the administrator front-end. The Ethereum platform forms the backbone of the development blockchain environment that includes a Truffle suite (a development environment for smart contracts), as well as InterPlanetary File System (IPFS) and Remix, which are used to test the smart contracts functionality online and consequently host the decentralized web application. The layout of the proposed election landscape is shown in Figure 2, where a country, region, state or city is usually divided into districts or election constituencies, and each accommodates a number of polling stations. Every polling station is connected through the Internet to the blockchain using Web3.js libraries to allow for interaction with an Ethereum node using HTTP, IPC or Web Socket.

![Figure 2. Layout of the Proposed Election Landscape](image)

The voter at a certain polling station may access the voting system via an ordinary web browser by providing a unique national identification number. Once the vote is cast, the smart contract of the polling station automatically assigns the appropriate candidate a new count, and the process is repeated with each new voter in every polling station regardless of the constituency, as they all operate independently from each other using separate distinctive smart contract programming. Each smart contract of polling stations is assigned a transaction key address consisting of 42 characters, with a counter updated every 5 minutes. An observer, whether an
international or domestic electoral official assigned by the election authority or a specific representative of a candidate, may follow all transactions of one or more smart contracts directly on the Etherscan platform (https://etherscan.io), which provides real-time display of all transactions on the Ethereum blockchain. By simply selecting and filtering the smart contract address, the observer and representative monitor all transaction details, such as block number, transaction hash, method, age, value and fees. The platform also provides details on internal transactions within the smart contract, tokens and Ether transfers, analytics and comments. The same principle applies to any type of election, whether presidential, congressional, parliamentary, state assembly, municipality, or even limited scale student union elections at universities.

Figure 3. Blockchain Voting System Architecture Overview

In order to prepare the blockchain environment for the election process, as shown in Figure 3, Truffle is utilised to compile the smart contract, which is a set of protocols coded in Solidity to coordinate communication and to organize the flow of decisions amongst partners in the network (Ibrahim et al., 2021). The Truffle framework actually allows migrating the smart contract to the local Ethereum blockchain utilizing default package manager for the JavaScript runtime environment Node.js (NPM). The smart contract necessary details and information, including its variables and functions, is migrated onto the blockchain in the form of an ABI file because of compilation. In fact, the ABI file helps connect the local Ethereum blockchain to the front end at the server side using web3.js. Simultaneously, Ganache, which is a local blockchain for rapid Ethereum distributed application development, is used across the entire development cycle to develop, deploy, and test decentralized applications (DApps) in a safe environment. Ganache actually initiates the local blockchain and provides the user with 10 accounts, each of which has a unique address that represents voters’ access details in the actual election application. On the client side, the user and admin interfaces are hosted on the
election authority server using different programming languages, like HTML, Python, and JavaScript, while formatting is performed with a cascading style sheet (CSS). The user can access these pages using a web browser, supported by a MetaMask functionality, to connect to the Ethereum platform. Meanwhile, the admin interface is responsible for management of policies and rules, including uploading a candidate list Excel file to the smart contract to be stored in mapping arrays, in addition to assuming authority to view the results on the output pages. Furthermore, the client user interface utilises Ethereum accounts to invoke the smart contracts and then generates a dropdown menu form to select the candidate.

Election authorities usually initiate the voter registration stage. When an election starts, these appropriate authorities define a trusted list of individuals who are eligible to vote. This might require a database for an identity verification service to securely authenticate and authorize eligible voters by the Civil Authority Department. Using such a service is necessary for the requirement of secure identity verification and authentication: by default, when using a blockchain platform, for each eligible voter, a unique identity wallet is generated. The voter’s registration process and identity verification are executed in advance prior to creating accounts. The ID card is used to verify the voter encrypted information. Consequently, the voter enters the application website with access details, including the national number that every citizen in the country is assigned. MetaMask will then ask the user to provide access information, including the private key generated by Ganache, and hence open the voting page in the form of the dropdown menu. Once the voting task is completed, MetaMask generates a sequence to move an Ether coin from the user to the smart contract address. Casting votes is performed by the smart contract that contains a function that verifies the authenticity of the voting, and then a vote count is incremented.

**Piloting the System**

The flowchart in Figure 4 highlights the process of the voting application, which commences in initiating the blockchain environment to run locally on the desktop. The first step in the process is to read the data of the voting population from the server of the election authority by either uploading an Excel sheet containing all necessary details of each citizen, or reading it online directly by web service. In fact, election authorities should prepare the complete lists of voters months prior to election time. The voters’ information includes details such as name, identification national number, sex, age, city and district. The list is uploaded to a secure MySQL database created by the admin at the election authority domain. An initial identity verification step is then launched based on the national identity number to check if the voter is included in the citizens list. A smaller candidate list is also created for each district
containing all competing individuals or parties according to the election registration mechanisms.

The blockchain environment is launched using the Truffle framework to interact with the local Ethereum network and deploy smart contracts onto the blockchain. Ganache, meanwhile, creates the 10 accounts in the trial version, in the form of a public hash key containing 42 hex characters, and a private hash key of 66 hex characters. The public key is assigned to the voter as an anonymous identity equivalent to the national identity number, while the private key is used to access the system the same way as a password does. The voter then receives an amount of the Ethereum currency in the form of a gas coin. The account then enables the voter to connect to the Ethereum platform, via MetaMask extension within the browser in the polling station, with the private key as the identifier. The voter is considered eligible if found in the citizens list; otherwise an error message is displayed.

![Flowchart of e-Voting System](image)

**Figure 4. Flowchart of e-Voting System**

The smart contract will also create a mapping array of the candidate list and stores it within its memory space, as shown in the example depicted in the screenshot of Figure 5. The details stored in the list pertain to the candidate data that consist of the names, IDs and vote counts. Once the voter accesses the blockchain election page in the user client side using the private
key, the smart contract will check the eligibility criteria, and whether the vote has been cast. The voter then casts the vote and the smart contract approves the transaction and increments the count for the corresponding candidate. The smart contract then waits for the next voter, repeats the process and checks if the list of voters is exhausted, and finally inspects if the time allocated for the election is over. Once over, the mapping array accumulates the results for each district, which may then be transferred to the IPFS location for proper recording and archiving using smart contract events that may be utilised to communicate back with the admin who invoked the contract in the first place.

![Figure 5. Solidity Code of the Smart Contract](image)

In fact, events facilitate communication with the client through web3.js to obtain the value returned by the function to display in the user interface instead of the hash of the transaction, while the data passed is made available at the client side. In addition, every time an event is emitted, the data within the event is written into the blockchain logs, which are kept as a record of everything that happens within the contract, including the voter details and the candidates’ vote count. The main features of events thus include the ability to log information and to trigger actions and return values to the invoking client. The example of the Solidity smart contract depicted shows the process when the Vote Function is invoked, in line 16. The event VotedEvent in line 12 is emitted, which returns the value of the voter account and candidate
ID defined in the struct candidate in line 4, back to the invoker and simultaneously logs both his/her address and value in the blockchain.

Transactions performed through Ethereum blockchain smart contract are grouped into blocks connected by a chain. A new block is not created until the previous block is completed and this is the vital step in the process as shown in Figure 6. The blocks are ordered chronologically, and each block contains a cryptographic hash of the previous block and applying the SHA-256 algorithm.

![Figure 6. Observers’ Role in the Blockchain Voting System](image)

Observers assigned by the election authority and representatives of each candidate can subsequently monitor the election process by following the smart contract address in the Ethereum blockchain explorer at https://etherscan.io/, as shown in Figure 7. For each district, a vote is considered as a transaction by the smart contract. By following the transactions page,
which contains data such as transaction hash, method, block, age, value fee and sending end, the observers and representatives can keep a close eye on the process and take note of any irregularities that might occur. Observers and representatives may then report irregularities to the election authority to take appropriate action immediately by checking all transactions made at the concerned smart contract address.

Every user, however, can trace any transaction performed by voters given their address in the Etherscan. The privacy of the voting process may only be compromised if unauthorised personnel have access to the source code, or the ABI file is decompiled and the bytecode of the smart contract in the Etherscan is revealed. In this case, an additional cryptographic technique may be required if the secret ballot voting principle is compromised using the public Ethereum blockchain network.

**Jordan Case Study**

The political system in Jordan is parliamentary with a hereditary monarchy, as stated in the first article of the Constitution. The parliamentary system adopted is a bicameral national assembly of a Senate appointed by the King and a House of Representatives elected by citizens. Elections of various types and for different offices have been part of the political and public life in Jordan since 1929, when the first general election was conducted during the era of Transjordan. Local, municipality, decentralization, unions, and other forms of elections have continued ever since; however, parliamentary elections were halted after periods of turbulence and unrest in the region until 1989. An independent election commission (IEC) oversees all public elections and is the authority responsible for administrating general and local polling processes. The IEC, in cooperation with the civil status department, prepares complete lists of voters in all districts and constituencies, months prior to election time. The commission may also seek the assistance of international observers to ensure accountable electoral management. This is a vital step to maintaining the credibility of elections and the transparency of electoral administration. The IEC thus follows specific executive instructions for the accreditation of international observers for the elections of parliament, as well as governorate and municipal councils, in order to provide an impartial and accurate assessment of the nature of election processes. International observers follow a detailed “code of conduct” to ensure that they respect the sovereignty of the host country, as well as the human rights and fundamental freedoms of its people, in addition to respecting the laws, authorities and bodies in charge of administering the electoral process.

Furthermore, the IEC reserves the power to approve the delegates or representative lists for individual candidates and political parties at the polling and counting centres for the general parliamentary and other elections. Delegates may enter the polling and counting centres and
monitor the process, with only one delegate assigned to each polling room, while the candidate has the right to monitor all polling stations and the results extraction centre, which is limited to the candidate without delegates. The IEC issues accreditation cards to delegates and publishes the names on the IEC website. In fact, the IEC administered a transparent voting process for the 2020 parliamentary elections and mobilized over 12,000 youths as volunteers, implemented COVID-19 health measures protecting voter safety, and provided accommodation to ensure equal access to polling stations for persons with disabilities in all municipalities, including 12 pilot highly accessible polling stations.

In 2016, the government introduced a smart ID card, containing information that includes 18 data fields, with the name in Arabic and English, gender, place of birth, area of residence, blood type, and a distinct citizen number consisting of 10 digits in use since 1992. The smart card embeds a chip that stores biometric data such as an iris scan and fingerprint, and designed to accommodate data on health insurance, tax, pension, and voting at later stages. The new ID card, in a credit card format, will reinforce the infrastructure required for digital signatures and make it possible to introduce new online services. The creation of the ID card has actually been a top priority of the country’s e-government program as a reliable online infrastructure for access to present and future e-services. The e-government program has in fact been launched in 2002 to improve service delivery and increase the involvement of citizens with ICT, and consequently create a foundation for an e-voting system.

Figure 8. Interface of the Voter Screen

The proposed blockchain-based voting system is prototyped in one constituency for fictitious parliamentary elections in Jordan, which consists, according to the present election law, of 12 governorates, each allocated a certain number of seats, including gender, ethnic minority and special quotas. A number of seats are also allocated to a national list, totalling 130 parliamentary seats. The prototype is depicted for third district in the capital, selected as a
proof of concept. The demo page of the voter interface is shown in Figure 8, where the national ID is requested and entered. Access is then granted to the blockchain through the public key hash provided by the system. Figure 9 shows a snapshot of possible results for all candidates in that particular constituency.

Figure 9. Interface of the Election Results

Almost all usual concerns regarding vote integrity and transparency have been raised, including the issue of assuring that votes have been counted as they were cast and not undetectably altered or discarded. However, a blockchain voting system running on a centralized network node with integrated biometric scanner has recently been developed in order to address the integrity of voters. This scheme allows data immutability while providing the user with security and control over their ballot. Recently, a blockchain based voting system (BBVS) has been proposed based on a private and centralized blockchain, using a Java development platform, implemented in a simulated environment, and then applied to parliamentary elections in Jordan. The BBVS applied a hierarchical election process, where a vote is cast at two levels, one for a group and the second for specific members within the group. A new algorithm has been introduced to maintain acceptable performance, both at the time of creating the blockchain for voters and candidates and at the time of vote casting (Malkawi, Yassein & Bataineh, 2021). Further research should address the challenges that blockchain brings in security, privacy, scalability and interoperability. Naturally, blockchain may not be appropriate for every application, and designers must evaluate its suitability before investing in its production.

Conclusions

A pilot model for a proposed e-voting system based on blockchain technology, which runs on the Ethereum platform, utilises IPFS for data storage and manipulation, and deploys an
associated identity verification process, has been successfully implemented. The concept of smart contracts made programming the blockchain a smooth process that overcomes many of the limitations of conventional e-voting, such as a lack of transparency, security, trust or accuracy. The system may thus help in providing a reliable and secure voting process while reducing cost, saving time, and preserving the integrity of the election, whether it is local, regional or national, and regardless of its nature, being parliamentary, local authority, NGO or even private corporation. The system also promotes transparent democracy, which enables voters to easily cast their ballots from anywhere and consequently validate the final count.

The proposed model may be integrated further with identity authentication utilising artificial intelligence and machine learning algorithms for facial recognition, iris scanning or fingerprints. The advantage of the proposed system is its independence from traditional third-party involvement while maintaining integrity and transparency. Further improvements may be made to make the system versatile for elections at a large scale by integrating advanced identity authentication. The e-voting protocols may be improved further using different blockchain frameworks as well as real-time testing for large numbers of voters, in addition to increasing their confidence in the system.
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Introduction

M-commerce is distinguished from traditional E-commerce by its user interface and associated risks, ubiquity, interactivity, location services and usage habits (Wang, Ou & Chen, 2019). To develop mobile commerce, merchants, financial intermediaries and
telecommunications operators have joined forces to propose a new mobile payment offer; this is the m-payment. In recent years, mobile payments have become widely accepted due to their dependable and efficient transaction services (Huang, Wang & Wang, 2020). However, there are a variety of factors that affect the adoption of mobile payments (Liébana-Cabanillas et al., 2018). The literature review indicates that trust remains “as a prerequisite for the success of e-commerce sites” (Chouk, 2005). Several studies did not integrate it until lately and they have emphasized the role of the characteristics of the merchant site in the development of trust. Other research has focused on the study of brand trust (Chaudhuri & Holbrook, 2002; Gurviez & Korchia, 2002). Thus, there is still little work on trust in the mobile payment setting (Srivastava, Chandra & Theng, 2010; Xin, Techatassanasoontorn & Tan, 2013); and those that have identified antecedents to trust in electronic payment (TEP) and trust in mobile payment (TMP) do not always share the same results. This research is interested in identifying the factors related to business characteristics that are most explanatory of mobile trust.

In the current context, the study of the conceptual and empirical framework of mobile trust in the development of mobile commerce is a captivating area of research. It is then crucial to understand how consumers develop their mobile trust and adopt the mobile payment service in a developing country like Tunisia. Thus, the objectives of this investigation are threefold:

1- Succeed in mobile payment under the mobile trust effect;
2- Identify business-related factors that affect mobile trust;
3- Examine the impact of trust on mobile payment adoption intention.

This paper explores the importance of trust in adopting mobile payment under the effect of perceived risk and structural assurance. Expected search results can supplement existing literature and provide new perspectives on payment-related factors. This research is structured as follows: first, a literature review on trust constructs, explanatory factors and mobile payment adoption intention, and the relationship between these constructs is conducted. Secondly, the article presents the research methodology used and the instrument chosen for data collection. Finally, the analysis of the results is presented followed by a discussion and managerial implications on the mobile payment service.

**Literature Review**

**Trust in mobile payment**

While the number of retail banks offering mobile banking services has increased significantly, consumer adoption remains very low. Trust is one of the key issues identified by researchers (Sawadogo et al., 2022). Understanding the impact of mobile services on purchase intentions has become critical (Zhani, Mouri & Ahmed, 2022). Consumer trust was considered to be one
of the most important predictors of mobile adoption, as it is a key determinant of success. (Rana et al., 2019). It has been defined as the willingness of one party to be vulnerable to the actions of another party based on the expectation that the other will perform a particular action important to the client, regardless of the first party’s ability to monitor or control that other party.

In fact, several authors have synthesised trust, in a traditional context (Guibert, 1999; Guibert et al., 2009; Rousseau et al., 1998) and even online (Chouk, 2005). They have shown the complication of this concept, where it is difficult to propose an exact definition because of the multiplicity of dimensions to considered (Wang & Emurian, 2005). Indeed, trust is difficult to observe and measure directly (Hwang & Kim, 2007). The study of trust is undergoing a real evolution since it has several facets: cognitive, affective, emotional and behavioural (Chouk, 2005; McKnight, Choudhury & Kacmar, 1995) and is used in different fields such as psychology, sociology and marketing.

Furthermore, Jarvenpaa, Tractinsky & Vitale (1999), Veijalainen (2007) and Pavlou (2003) emphasise the notion of vulnerability that impacts on online trust. This vulnerability increases the fragility of the client who can be exploited by the other party in the exchange. In line with this idea, several researchers (Bart et al., 2005; Bermeo Giraldo et al., 2021; Hwang & Kim, 2007) have shown the importance of trust in different transactions and its role in reducing uncertainty and perceived risks. It is in this context that we thought it appropriate to conclude this section with the emergence, through our readings, of a new concept, named ‘mobile trust’.

Perceived risk and trust

Eastin (2002) has shown empirically that perceived risk negatively influences the adoption of online banking. This same result has been confirmed in other research, where it has been shown that the more risk the consumer perceives, the less likely they are to adopt the service (Bauer, Falk & Hammerschmidt, 2006; Yousafzai, Pallister & Foxall, 2009). Malaquias & Hwang (2016) concluded that there is a direct negative effect between perceived risk and trust in mobile banking as it lowers their average level.

On the other hand, (Tournois & Cheikho, 2015) studied in depth all possible interactions between perceived risks in m-banking on customers’ trust in their bank in the mobile context. They attest to the positive influence of perceived risk on trust in the mobile context.

In 2009, Lee revisited the six risk dimensions, replacing “physical risk” with “security risk” because it is inadequate for the virtual world. It is in this context that we pose the following hypothesis:

Hypothesis 1: Perceived risk has a positive influence on trust in mobile payments.
H1.1. Perceived risk has a positive influence on benevolence.
H1.2. Perceived risk has a positive influence on integrity.
H1.3. Perceived risk has a positive influence on competence.

**Structural assurance and trust**

Structural assurances can be considered among the legal dispositions (laws, guarantees, and regulations) provided by the institutional environment to protect the security of transactions. In the context of mobile commerce, Xin, Techatassanasoontorn & Tan (2013) expose the positive effect of structural assurances on consumer trust. M-payment services give rise to problems of vulnerabilities and data leakage. Therefore, in order to build trust in mobile payment and to close the reliability and security gaps of this payment method, users can rely on structural assurances (Srivastava, Chandra & Theng, 2010).

In this same context, Srivastava, Chandra & Theng (2010) and Zhou (2011) have shown that structural assurance as an institution-based trust mechanism can effectively enhance user trust and decrease perceived risk in online transactions. In this sense, we confirm the positive effect of structural assurance on trust in mobile payments. Hence the following hypotheses are given:

**Hypothesis 2:** Structural assurance has a positive influence on trust in mobile payment.
   H2.1. Structural assurance has a positive influence on benevolence.
   H2.2. Structural assurance has a positive influence on integrity.
   H2.3. Structural assurance has a positive influence on competence.

**Trust and mobile payment adoption**

Lack of trust is seen as a barrier to consumer adoption of the technology (Dounia & Fatine, 2020). Since mobile payment is a relatively new innovation, consumers may have uncertainties about their technology and operating environment (Srivastava, Chandra & Theng, 2010).

Extending this logic to the mobile payment context, several researchers (Xin, Techatassanasoontorn & Tan, 2013) show that trust in mobile payment has a positive effect on consumers’ intentions to adopt mobile payment.

It is in this context that we pose the following hypothesis:

**Hypothesis 3:** Trust in mobile payment has a positive influence on intention to adopt mobile payment.
   H3.1. Benevolence has a positive influence on intention to adopt mobile payment.
   H3.2. Integrity has a positive influence on intention to adopt mobile payment.
H3.3. Competence has a positive influence on intention to adopt mobile payment.

Figure 1. Research model

Material and Methods

Measuring instruments

To empirically measure the effect factors and test the model presented above, we chose the questionnaire survey as a data collection instrument. The constructs are measured by scales from the literature (Table 1). These scales have been adapted to the context of the present research “mobile payment”. In this research, the dependent variable “trust in m-payment” is measured according to a three-dimensional scale (benevolence, integrity and competence) inspired by Hwang & Kim (2007) and also the variable “perceived risk” is measured according to a three-dimensional scale (performance risk, security risk and financial risk) inspired by Lee (2005).

Table1. Measurement scales

<table>
<thead>
<tr>
<th>Variable</th>
<th>Scale items</th>
<th>Authors</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived risk</td>
<td>Perceived performance risk The performance of the Ooredoo mobile payment system server may be affected by slow download speeds, blocking or maintenance. Ooredoo's mobile payment system server may malfunction and perform incorrect operations.</td>
<td>Adapted from Lee (2005)</td>
</tr>
<tr>
<td></td>
<td>Perceived safety risk I would not feel completely safe providing personal information via the Ooredoo mobile application (MobiCash). By using mobile payment via the Ooredoo mobile application (MobiCash), I am afraid that other people will have access to my account. I don't feel safe sending important information via Ooredoo's mobile applications (MobiCash, Mobiflouss).</td>
<td></td>
</tr>
<tr>
<td>Variable</td>
<td>Scale items</td>
<td>Authors</td>
</tr>
<tr>
<td>--------------------------</td>
<td>---------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
<td>----------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------------</td>
</tr>
<tr>
<td>Financial risk</td>
<td>When transferring money via the Ooredoo mobile application (MobiCash), I am afraid of losing money because of careless mistakes (mistakes in the account number or in the amount). When there are transactional errors, I fear that I will not be reimbursed by Ooredoo.</td>
<td>(Srivastava, Chandra &amp; Theng, 2010)</td>
</tr>
<tr>
<td>Structural assurance</td>
<td>Ooredoo offers enough guarantees to make me feel comfortable using MobiCash. I am confident that Ooredoo’s legal structures effectively protect me from the problems of mobile technology. I am convinced that the safeguards in the mobile technology sector are secure for using MobiCash. In general, mobile technology provides a robust and secure environment for using MobiCash.</td>
<td>(Hwang &amp; Kim, 2007)</td>
</tr>
<tr>
<td>Benevolence</td>
<td>I expect Ooredoo’s m-payment system to have good intentions towards me. I expect Ooredoo’s m-payment intentions to be benevolent. I expect Ooredoo’s m-payment system to work in my interest.</td>
<td></td>
</tr>
<tr>
<td>Integrity</td>
<td>The promises made by Ooredoo’s m-payment system seem reliable. I don’t doubt the honesty of Ooredoo’s m-payment. I expect Ooredoo’s m-payment to deliver on its promises.</td>
<td>(Hwang &amp; Kim, 2007)</td>
</tr>
<tr>
<td>Competence</td>
<td>Ooredoo’s m-payment system understands the market in which it operates. Ooredoo’s m-payment system knows all about financial products. Ooredoo’s m-payment system knows how to provide an excellent service.</td>
<td></td>
</tr>
<tr>
<td>Intention to adopt mobile payment</td>
<td>I intend to use MobiCash in the future. I will be using MobiCash frequently in the coming months. I would strongly recommend others to use MobiCash.</td>
<td>(Xin, Techatassanasoontorn &amp; Tan, 2013)</td>
</tr>
</tbody>
</table>

**Choice of study area**

To carry out our survey, we used a popular application known by Tunisians, the “MobiCash” service of the Tunisian telephone operator “Ooredoo”: “this is a new-easy to use payment method which is thoroughly secure. It grants you both, mobile money and mobile payment transfer”.

**Sampling and data collection**

The validation of the conceptual framework was carried out using a quantitative data collection method, based on a survey of Ooredoo mobile payment users. The data was collected using an online questionnaire. A total of 200 questionnaires were completed, of which 25 were removed from the database due to incomplete or contradictory answers. A total of 175
questionnaires constituted the final sample. We have used the Likert 5-point semantic scale, ranging from “strongly agree” to “strongly disagree”. According to Touzani & Driss (2007), this scale is the most adapted to the Tunisian context.

However, in order to respect the notion of representativeness of the sample, we took into consideration socio-demographic criteria such as age, gender, educational level and income.

Our sample consists of 61.5% of men and 38.5% of women, the majority (39%) belong to the age category (20-35 years) and almost 95% have a university education and have been subscribing to Ooredoo.

**Results**

A two-stage analysis was conducted. Exploratory factor analysis follows confirmatory factor analysis.

In order to conduct the exploratory factor analysis, the results obtained show that Cronbach’s alpha is acceptable (>0.7), KMO (Kaiser–Meyer–Olkin test) is acceptable (>0.5), Bartlett’s test is significant (>0.000) and the explained variance is good (Abraouz_Chakir_2020; Tritah & Daoud, 2021). All these results are presented in Table 2.

**Table 2. Result of the principal component analysis**

<table>
<thead>
<tr>
<th>Constructs/Dimensions</th>
<th>KMO</th>
<th>Bartlett Test Significance</th>
<th>Explained Variance %</th>
<th>Cronbach’s α</th>
</tr>
</thead>
<tbody>
<tr>
<td>Perceived risk</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>R. of performance dimension</td>
<td>0.563</td>
<td>828.924; p=0.000</td>
<td>31.728</td>
<td>0.766</td>
</tr>
<tr>
<td>R. of safety dimension</td>
<td></td>
<td></td>
<td>23.193</td>
<td>0.750</td>
</tr>
<tr>
<td>R. financial dimension</td>
<td></td>
<td></td>
<td>23.178</td>
<td>0.899</td>
</tr>
<tr>
<td>Structural assurance</td>
<td>0.818</td>
<td>622.160; p=0.000</td>
<td>70.505</td>
<td>0.860</td>
</tr>
<tr>
<td>Confidence in payment</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benevolence dimension</td>
<td>0.760</td>
<td>1987.878; p=0.000</td>
<td>39.105</td>
<td>0.911</td>
</tr>
<tr>
<td>Integrity dimension</td>
<td></td>
<td></td>
<td>25.631</td>
<td>0.917</td>
</tr>
<tr>
<td>Competence dimension</td>
<td></td>
<td></td>
<td>18.029</td>
<td>0.838</td>
</tr>
<tr>
<td>Intent to adopt mobile payment</td>
<td>0.636</td>
<td>340.104; p=0.000</td>
<td>70.370</td>
<td>0.776</td>
</tr>
</tbody>
</table>

For the confirmatory factor analysis, we used the structural equation method (SEM) using the Smart PLS.3 (Partial Least Squares) to test the hypotheses and estimate our structural model. The results obtained show that the construct reliability is good; hence the Cronbach alpha and composite reliability are acceptable, which is above the acceptable value of 0.70, indicating that the internal consistency is confirmed. Convergent reliability is tested by the average variance extracted (AVE) and the recommended threshold is 0.5 (Table 3). Discriminant validity is assessed by three methods (Gold, Malhotra & Segars, 2001; Henseler, Ringle & Sarstedt, 2015). First, the Fornell-Larcker test when √AVE > R (Fornell & David, 1981);
second, the Cross-loading technique \cite{Chin, 1998} when Cross-loadings<Loadings; and, third, examination of the correlation ratio HTMT, also called the Heterotrait-Monotrait matrix when HTMT< 0.90. Hence, the discriminant validity is confirmed. We have noted that, thanks to the reliability and validity of the measurement scales selected, the quality of our measurement model is satisfactory.

### Table 3. Result of the factor analysis

<table>
<thead>
<tr>
<th>Constructs/Dimensions</th>
<th>Reliability of construction</th>
<th>Convergent validity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Cronbach Alpha &gt; 0.7</td>
<td>Composite reliability &gt; 0.7</td>
</tr>
<tr>
<td>Perceived risk</td>
<td></td>
<td>0.785</td>
</tr>
<tr>
<td>R. performance dimension</td>
<td>0.766</td>
<td>0.856</td>
</tr>
<tr>
<td>R. of safety dimension</td>
<td>0.752</td>
<td>0.952</td>
</tr>
<tr>
<td>R. financial dimension</td>
<td>0.899</td>
<td>0.952</td>
</tr>
<tr>
<td>Structural assurance</td>
<td>0.860</td>
<td>0.905</td>
</tr>
<tr>
<td>Trust in mobile payment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Benevolence dimension</td>
<td>0.912</td>
<td>0.944</td>
</tr>
<tr>
<td>Integrity dimension</td>
<td>0.918</td>
<td>0.948</td>
</tr>
<tr>
<td>Competence dimension</td>
<td>0.848</td>
<td>0.877</td>
</tr>
<tr>
<td>Intent to adopt mobile payment</td>
<td>0.787</td>
<td>0.876</td>
</tr>
</tbody>
</table>

### Structural model assessment

The structural model, also known as the “internal model”, presents all the hypothetical relationships between the latent variables \cite{Hair et al., 2014}. Thus, the evaluation of the structural model makes it possible to empirically test the set of hypotheses put forward and to evaluate the predictive power of the model on the basis of indicators and statistical estimates.

First, the assessment of the predictive validity is based on the coefficient of determination $R^2$ (R Squared) and the Stone-Geisser $Q^2$ coefficient \cite{Fernandes, 2012}. The value of these two coefficients lies between 0 and 1 \cite{Wetzels, Odekerken-Schröder & Van Oppen, 2009}. Both indices are significant.

Secondly, the evaluation of the goodness of fit of the structural model is based on the goodness of fit (GOF > 0.36) according to Wetzels, Odekerken-Schröder & Van Oppen \cite{2009}, and the Standardized Root Mean Square Residual (SRMR < 0.08). An SRMR value of less than 0.08 generally indicates good model fit according to Hu & Bentler \cite{1999}. Our results demonstrate the acceptability of the SRMR index. It is 0.006 for the saturated model and 0.006 for the radiating model. The acceptability of the GOF index is shown by its value of 3.860; which confirms the good quality of adjustment of the model.
Analysis result of structural model

The quality of the global model being good, the convergent and discriminant validity being verified, an estimation of the structure model that reproduces the relationships between the latent constructs is necessary in order to test the research hypotheses through a bootstrapping procedure and significance (at the 5% significance level). The estimation of the different relationships represented in the model is carried out by examining the standardized path coefficients (β) or correlation coefficients and the student t-values after bootstrapping. Indeed, bootstrapping allows the stability of the PLS estimate to be verified (Chin, 1998), and this procedure is recommended as a solution for a small sample size.

A company factor constitutes a guarantee for consumers and therefore reinforces consumer confidence. The results obtained show that trust in mobile payment is affected by perceived risk (H1) and structural assurance (H2). Furthermore, mobile trust positively influences mobile payment adoption intention (H3). The test results are summarised in Table 4.

### Table 4. Test of business-related factors on mobile trust

<table>
<thead>
<tr>
<th>Assumptions</th>
<th>Relations</th>
<th>B (Path Coefficient)</th>
<th>T Student</th>
<th>p-Value</th>
<th>Conclusion</th>
</tr>
</thead>
<tbody>
<tr>
<td>H1</td>
<td>Perceived risk -&gt; Mobile trust</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H1.1</td>
<td>Perceived risk -&gt; Benevolence</td>
<td>0.019</td>
<td>2.317</td>
<td>0.047</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H1.2</td>
<td>Perceived risk -&gt; Integrity</td>
<td>0.017</td>
<td>0.226</td>
<td>0.819</td>
<td>Rejected</td>
</tr>
<tr>
<td>H1.3</td>
<td>Perceived risk -&gt; Competence</td>
<td>-0.069</td>
<td>0.952</td>
<td>0.299</td>
<td>Rejected</td>
</tr>
<tr>
<td>H1.4</td>
<td>Structural assurance -&gt; Benevolence</td>
<td>0.092</td>
<td>1.650</td>
<td>0.098</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H1.5</td>
<td>Structural assurance -&gt; Integrity</td>
<td>-0.084</td>
<td>1.004</td>
<td>0.288</td>
<td>Rejected</td>
</tr>
<tr>
<td>H1.6</td>
<td>Structural assurance -&gt; Competence</td>
<td>0.000</td>
<td>0.001</td>
<td>0.999</td>
<td>Rejected</td>
</tr>
<tr>
<td>H1.7</td>
<td>RF -&gt; Benevolence</td>
<td>0.112</td>
<td>2.139</td>
<td>0.025</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H1.8</td>
<td>RF -&gt; Integrity</td>
<td>0.082</td>
<td>1.343</td>
<td>0.201</td>
<td>Rejected</td>
</tr>
<tr>
<td>H1.9</td>
<td>RF -&gt; Competence</td>
<td>-0.060</td>
<td>1.073</td>
<td>0.288</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2</td>
<td>Structural assurance -&gt; Mobile trust</td>
<td>0.244</td>
<td>4.620</td>
<td>0.000</td>
<td>Confirmed partially</td>
</tr>
<tr>
<td>H2.1</td>
<td>Structural assurance -&gt; Benevolence</td>
<td>0.134</td>
<td>1.996</td>
<td>0.046</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H2.2</td>
<td>Structural assurance -&gt; Integrity</td>
<td>-0.022</td>
<td>0.425</td>
<td>0.671</td>
<td>Rejected</td>
</tr>
<tr>
<td>H2.3</td>
<td>Structural assurance -&gt; Competence</td>
<td>0.134</td>
<td>1.996</td>
<td>0.046</td>
<td>Confirmed</td>
</tr>
<tr>
<td>H3</td>
<td>Trust -&gt; Intent to adopt</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>H3.1</td>
<td>Benevolence -&gt; Intention</td>
<td>0.039</td>
<td>0.954</td>
<td>0.341</td>
<td>Rejected</td>
</tr>
<tr>
<td>H3.2</td>
<td>Integrity -&gt; Intent to adopt</td>
<td>-0.026</td>
<td>0.640</td>
<td>0.522</td>
<td>Rejected</td>
</tr>
<tr>
<td>H3.3</td>
<td>Competence -&gt; Intention</td>
<td>0.705</td>
<td>27.834</td>
<td>0.000</td>
<td>Confirmed</td>
</tr>
</tbody>
</table>
Discussion

The result of this study showed that hypothesis H1 was confirmed. As a result, the postulated link between perceived risk (performance risk, security risk and financial risk) and trust in mobile payment (benevolence, integrity, competence) is partially validated. This finding is in line with the work of Aldás-Manzano et al. (2009). Thus, the higher the performance risk, the higher the benevolence. This high level can be explained by the context of m-payment, which is focused on virtual transactions through a wireless network. This is why this service is perceived as vulnerable and may face problems related to mobile networks and technology. “This mode of transaction may not work as advertised, and therefore it does not provide the desired benefits” (Chaix & Torre, 2015).

Moreover, the greater the security risk, the greater the benevolence. Also, the participants interviewed are concerned about the security and risks of virtual transactions. For example, in order to carry out transactions via the mobile phone, they have to give personal and confidential information such as their credit card number and the payment code. This type involves the risks of fraud, financial loss and hacking when using m-payment. For the interviewees, this risk increases, as they do not have a written proof of the transactions made and they are afraid that their data will be hacked and their bank accounts will be stolen.

Hypothesis H2 was confirmed. The results showed that the relationship between structural assurance and mobile trust is partially confirmed. This relationship is consistent with previous work (Srivastava, Chandra & Theng, 2010; Xin, Techatassanasoontorn & Tan, 2013). Some work shows that structural assurance can be an antecedent of trust as it covers users against risks, hacks and interceptions of information (McKnight & Norman, 2002). Structural assurance means that there are adequate technological and legal structures to ensure the security of payments. Compared to online payments, mobile payments embedded in wireless networks may be more vulnerable to hackers’ attacks and information interception. In addition, viruses may exist in mobile terminals. These problems will affect the security of the account and the money. Thus, if there are sufficient structural assurances such as certification and regulation to ensure the security of payments, users can build their trust in mobile payments. It should be noted that structural assurance has the greatest positive and significant impact on mobile trust. The more protective regulations and safeguards the company has, the more confident the consumer is to adopt the mobile payment service (Chaix & Torre, 2015).

The link between mobile confidence and adoption intention is significant, which is consistent with the literature (Srivastava, Chandra & Theng, 2010; Xin, Techatassanasoontorn & Tan, 2013). Lack of consumer trust is observed as a barrier to the adoption of the new technology. Since m-payment is a new mode of transaction, it can create a degree of uncertainty for users
regarding their technology and operational environment (Srivastava, Chandra & Theng, 2010). As such, the presence of trust is paramount in the decision to adopt mobile payment. Previous studies on e-commerce and m-commerce consistently demonstrate that trust has a positive relationship with technology adoption intention (Gefen, Karahanna & Straub 2003; Srivastava, Chandra & Theng, 2010). Extending this logic to the mobile payment context, Xin, Techatassanasoontorn & Tan (2013) found that consumers’ level of trust in mobile payment has a positive effect on their intention to adopt the service.

A new theoretical concept “mobile trust” has been developed in this research. “It reflects mobile users’ trust in transactions conducted on their mobile phone.” This definition can be used to provide a theoretical foundation for future research.

Following that, our findings added to the work of Chandra et al. (2010) and Xin, Techatassanasoontorn & Tan (2013), who established perceived reputation, perceived opportunism, and perceived risk as predictors of trust in mobile payment. We improved both perceived safety and structural assurance.

Furthermore, the choice of the Tunisian context, where mobile payment adoption is low or non-existent, is novel. As a result, it is crucial to encourage Tunisians to register for and use regular mobile payment services. When compared to previously used products and services, the adoption of mobile payment represents a significant shift in customer behaviour.

Conclusions/Recommendations

The aim of the present research was to examine how three firm-related factors, knowledge, perceived risk, and structural assurance, affected user trust in the context of mobile payments. According to the findings, trust positively influences mobile payment adoption intention. Furthermore, perceived risk and structural assurance influence mobile trust significantly.

The research revealed the company-related factors, such as perceived risk and structural insurance. As a result, in order to correct the limitations of the mobile payment system, such as illegal downloading, content loss, a lack of safety, hackers, an absence of authentication, a total absence of a monitoring system, and so forth, the primary role of professionals is to code any mobile payment transaction to be 100% safe and protected.

In light of the importance of structural assurance as a key factor in mobile trust, the government and the Central Bank must strengthen the institutional environment by enacting regulations and laws that protect user confidentiality and identification, as well as protection against uncertainty, fraud, and the risk of using new technology.

Greater efforts are required to ensure:
- Sensitizing mobile service providers to the importance of service security in order to foster mobile trust.
- Holding communication campaigns, mobile payment demonstrations, mode of employment distribution, and benefit distribution to reduce perceived risk associated with mobile financial transactions.
- Providing clients with assurances to protect their transactions in the event of fraud or a specific problem, as well as to reduce their hesitation when making mobile payments.
- Establishing a legal framework that, on the one hand, protects mobile transactions and consumer interests while, on the other hand, boosts competition by incorporating, for example, new players in order to expand electronic commerce.
- Incorporating customer experience into the design of mobile phones in order to make them more accessible and performant to different types of customers (Generation X, Generation Y, etc.).
- Encouraging telecom operators to invest in mobile technologies in order to make transactions faster (mobile application download, mobile payment, etc.) and to ensure network availability.

However, the evolution of m-commerce remains a problem for some countries, particularly Tunisia, because m-payment is limited to domestic transactions.

One limitation of this study is that it did not include demographic variables, such as age, gender, income, and socio-professional category, which can influence trust in mobile payments, nor individual and mobile app factors that can affect mobile trust. Notwithstanding these limitations, the study suggests that future research can provide a better understanding of these variables’ roles in the context of mobile payment. This would be a fruitful area for further work.

The findings of this study have a number of important implications for future practice. It is therefore necessary to raise the awareness of mobile payment stakeholders to preserve the security of services in order to develop mobile trust. In this sense, it is imperative to launch communication campaigns, mobile payment demonstrations, distribution of instructions for use and benefits, etc. to reduce the perceived risk associated with financial transactions on mobile phones. As a result, managers need to put in place assurance for customers to defend their transactions in case of fraud or other problems.
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Abstract: Smart Healthcare can use the Internet of Things (IoT) to broaden the reach of digital healthcare by collecting patient data remotely using sensors. This can reduce Patient Turnaround Time (PTAT) and enable high-quality care to be provided. PTAT is the length of time from when a patient arrives at the hospital until they are allowed to return home. Malaysia’s Ministry of Health claimed in 2016 that healthcare at government hospitals continues to encounter issues in providing high-quality care to patients, particularly in terms of the PTAT of patients who receive treatment versus those who are sent home without treatment. In this paper, we propose a Bluetooth Low Energy-based solution that optimizes PTAT using low calibrated transmission power, allowing hospitals to enable Real-time Patient Localization and Patient Movement Monitoring. The RSSI value is used to calculate the distance between a wearable device and the Access Points (AP) situated throughout the facility. When a patient passes an AP, data such as the wearable device name and RSSI value are taken and saved in a database, to determine the patient’s location. A proof of concept was conducted using three AP points and 8 wearable devices to gauge distance measurement.
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Introduction

Overcrowding in hospitals, patients not receiving timely treatment, and people missing doctors’ appointments are all common problems in the healthcare industry (Vize, 2017). Not only that, but patients must wait longer to be processed and seen by a doctor, which adds to their wait time. Patients may wander about the hospital property at this period, making it difficult for employees to locate them. Additionally, issues could arise if a doctor contacts a patient from a different department after finishing with another patient. As a result, a patient
may wander aimlessly from one department to the next or be summoned by another doctor, and their whereabouts are ultimately unknown. This status quo does not just affect an individual but others as well. It makes the waiting duration for all patients (Patient Turnaround Time, PTAT) to be longer than usual and productivity to drop significantly.

Figure 1 shows an example of how the PTAT is calculated. Hospital optimization is therefore necessary to enhance better patient care by improving control of resource use and enhancing hospital productivity (Huang, Hwang & Lin, 2021).

Figure 1. How PTAT is calculated

The risk of a patient missing an appointment exists even while they are in medical facilities because hospital employees cannot see or recognize the patient’s position most of the time before the actual treatment. These problems culminate into dissatisfaction among patients, doctors and the public, as stated by Malaysia’s Ministry of Health (Ministry of Health, 2016; National Institute for Health and Clinical Excellence, 2007). Thus, optimizing quality of care and better managing the resources at medical facilities are essential. Even so, not many studies or solutions have been able to combine localization and monitoring into a single complete solution for PTAT, as it is not an easy task to accomplish.

As the world progresses into an era of Smart Healthcare, it is crucial that a solution exists if developments are to commence in a fast manner (Zhu et al., 2019). In general, an efficient and comprehensive Real Time Patient Location Tracking solution will mainly be based on two
technologies: Bluetooth Low Energy (BLE) and Internet of Things (IoT) (Lin & Lin, 2018). BLE allows monitoring on its own (Mackey et al., 2020), while IoT is used for data collection and analysis.

![Figure 2. Real-Time Patient Location Tracking Solution architecture](image)

In our solution, upon arrival at the hospital by a patient, a BLE-tagged bracelet will be issued in which each tag will include important patient information, such as ID, name, RSSI value and other details. When a patient travels around the hospital, readers called Access Points (APs) on the walls and ceilings of the hospital and its surrounding area obtain information about the location of the tags and send it to a cloud database for storage and analysis. Refer to Figure 2. for the architecture diagram.

To estimate the locations of patients, low calibrated transmission power (Tx) wearable devices are used and RSSI (Received Signal Strength Indicator) values are obtained, as shown in Figure 3. Patients receive RSSI signals via their hand-worn device, and a system server uses the APs and locations mapping table to map the estimated nearest beacons transmitted from the patient’s side to the locations of the pertinent subareas. For the proof of concept, we tested with 3 APs and 8 wearable devices using the algorithm described in Figure 3.
Related Work

The Received Signal Strength Indicator (RSSI) is the foundation of several localisation methods in Wireless Sensor Networks. Absolute location is not always possible, hence localization using RSSI is common compared with other technologies, such as Wi-Fi, infrared or ultrasonic-based solutions. We can determine the RSSI trends quite well based on the variation of radio signals. We will be able to tell if we are going closer to or farther away from an Access Point based on if the signal is getting stronger or weaker. Even better, if we are aware...
of the precise mapping between the RSSI and the position of the particular receiving device, we may be able to determine the distance with some degree of accuracy.

Numerous localization efforts are being carried out; governance, economy, administration, infrastructure, technology, and people are all part of the location and movement tracking techniques idea. This implies that they may have varying communication requirements. Wireless technologies, such as Wi-Fi, LiFi, BLE, ZigBee, RFID, LoRa, and LTE (Long Term Evolution) have emerged as answers to the communication requirements of localization techniques (García et al., 2018) which link to the Smart Healthcare industry. Future smart healthcare systems, also known as the Internet of Medical Things (IoMT), will integrate a slew of wireless devices and apps that employ wireless communication technologies to share healthcare data.

Smart healthcare necessitates adequate bandwidth, dependable and secure communication linkages, energy-efficient operations, and support for Quality of Service (QoS). The incorporation of Internet of Things (IoT) technology into healthcare systems has the potential to greatly improve intelligence, flexibility, and interoperability. Currently, IoT communication protocols and technologies are appropriate for smart healthcare applications (Gardašević et al., 2020). Furthermore, as the Internet of Things (IoT) evolves, the rate at which physical items are connected to the Internet is rising dramatically (Al-Fuqaha et al., 2015). Low-power wireless technologies have received special attention as a major enabler for energy-efficient IoT-based healthcare systems particularly suitable for a Real Time Patient Location Tracking Solution.

Many wireless devices have been studied in order to minimize the expense and complexity of indoor position systems. A description of the common technologies (Glow labs, 2019) can be found in Table 1.

<table>
<thead>
<tr>
<th>Wireless Technology</th>
<th>Cost</th>
<th>Availability</th>
<th>Implementation Complexity</th>
<th>Interference</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Wi-Fi</td>
<td>Moderate</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>Moderate</td>
</tr>
<tr>
<td>Li-Fi</td>
<td>High</td>
<td>Low</td>
<td>High</td>
<td>High</td>
<td>Moderate</td>
</tr>
<tr>
<td>BLE</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Moderate</td>
<td>High</td>
</tr>
<tr>
<td>Zigbee</td>
<td>High</td>
<td>Moderate</td>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td>RFID</td>
<td>Low</td>
<td>High</td>
<td>Low</td>
<td>Moderate</td>
<td>Low</td>
</tr>
<tr>
<td>LoRa</td>
<td>Moderate</td>
<td>Low</td>
<td>Moderate</td>
<td>Moderate</td>
<td>Low</td>
</tr>
</tbody>
</table>

RSSI is a measure that indicates how effectively the device can pick up a signal from a network or access point. It is a number that might help you figure out if you have adequate signal to establish a reliable wireless connection (Bensky, 2019). Note that an RSSI number is not the same as transmit power from a router or AP because it is derived from the client device’s Wi-Fi card. Each received packet may have its received signal intensity (energy) assessed. The
received signal strength indication is calculated by quantizing the observed signal energy. MAC, NWK, and APL layers have access to the RSSI and the time the packet was received (timestamp) for analysis (Farahani, 2008). RSSI is a relative index (Herres, 2021), whereas dBm is an absolute statistic that represents power levels in milliwatts. RSSI may be measured on a scale of 0 to 255, and each chipset manufacturer can select its own “RSSI Max” number, according to the IEEE 802.11 standard (a large volume of specifications for building Wi-Fi equipment). For example, Cisco employs a 0-100 scale, but Atheros uses a 0-60 scale. The manufacturer has complete control. However, the greater the RSSI score, the better the signal.

A better technology could be BLE, as lower in cost, higher in availability, and lower in implementation complexity, with moderate interference and high accuracy.

**RSSI Values for Distance Estimation Definition**

The first step in the experiment is to determine the average reference RSSI value, $\text{RSSI}_r$, at a distance of 1 m for Bluetooth applications (Maccari & Cagno, 2021). Apart from that, the maximum RSSI value at a distance of 5 m for the specified transmitted power must be observed. The results of the first stage of the experiment are shown in Table 2 based on the experimental BLE device, which used the nRF52832 chipset (Figure 4). The experiment was carried out with the nRF52832, a flexible Bluetooth 5.2 system-on-a-chip (SoC) with a maximum RSSI sensitivity of -96 RSSI value (Nordic Semiconductor, 2021).

![nRF52832 chipset](image)

**Table 2. Results for RSSI Measurement for Three Different Distances using Two Devices under Line-Of-Sight Condition**

<table>
<thead>
<tr>
<th>Device Number, $n$</th>
<th>Condition</th>
<th>Distance, $m$ in meters</th>
<th>Average RSSI, $\text{RSSI}_{avg}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td></td>
<td>0</td>
<td>-34.01</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>1</td>
<td>-36.43</td>
</tr>
<tr>
<td>1</td>
<td>No obstacle – Line of sight</td>
<td>1</td>
<td>-50.01</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>2</td>
<td>-52.13</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>3</td>
<td>-67.12</td>
</tr>
<tr>
<td>2</td>
<td></td>
<td>5</td>
<td>-88.45</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td></td>
<td>-89.14</td>
</tr>
</tbody>
</table>
Table 2 shows that the average RSSI readings for both devices is -35 RSSI value at a distance of 0 m. A similar scenario was also discovered with the other two distances, but there is a tiny variance in value for the 1 m distance. However, a difference of merely -1 RSSI value is insufficiently large to suggest that the results acquired are unreliable. At a distance of 5 metres, both devices produced average maximum RSSI values of from -88 to -94 RSSI value, respectively, which will be utilized. A number greater than this indicates a user’s distance is more than 5 m. The average of the RSSI values is obtained using the formula to determine the RSSI reference point:

$$RSSI_r = \frac{(RSSI_{avg1} + RSSI_{avg2})}{2}$$

For \( m = 1 \),

**RSSI drawback**

In reality, there are several factors that might influence the RSSI (Figueiredo e Silva et al., 2018), rendering it inaccurate for distance calculation. The two key elements that affect RSSI are discussed in this section, as well as how the technique overcomes some of these limitations.

When it comes to internal components, it is mostly the hardware and software that can have a big impact on the RSSI. The transmission power of a Bluetooth chipset can have an impact on RSSI. Not only that, but antenna architecture, orientations, and data transfer capacity can all have a significant impact on the signal strength (Zhao et al., 2020).

When it comes to external elements, they are separated into two categories: physical obstacles and radio waves. Effects of radio waves include Wi-Fi, which may be set to operate on the same 2.4GHz channel as Bluetooth, allowing both signals to affect each other (Sibiński, 2021). Because the travelled distance is not great, using a calibrated low Tx method will make it less susceptible to interference from other radio waves. Additionally, angle of arrival (AOA) can significantly affect RSSI and cause variances, especially when the distance is vast. These physical barriers can cause the signal to weaken and vary, causing the calculation to be larger than the actual distance between two people (Labrique, 2020). This new strategy, on the other hand, causes the RSSI to be large in value, nearing the chipset’s maximum sensitivity at the ideal distance of 5 m. Physical obstructions, such as people passing by or nearby walls, will merely raise the RSSI, making the chipset unable to identify it, resulting in less inaccuracy. Nonetheless, because the signal (Parker, 2017) travels a shorter distance and can only be received within a restricted range, the inaccuracy will be limited and smaller than in many other BLE-based solutions.
Solution Approach – Proof of Concept

Point of Interest (PoI) information applications fall under the topic of proximity solutions (for example, departments in hospitals that provide the user with information about their location). This category also includes options for recovering lost or misplaced items, such as Bluetooth tags. Bluetooth tags send BLE broadcast frames on a regular basis in these implementations. The AP examines these frames for Bluetooth tag information, which it then sends to the location server through an access controller (AC). In PoI proximity applications, it is required to determine which PoIs are in close vicinity to the computed location.

Positioning systems comprise location-based services that use Bluetooth to determine a device’s physical location, for real-time locating systems for people monitoring and indoor positioning systems for pathfinding solutions that assist people navigate through complex interior settings. Only by knowing the direction from which the received signal is coming, the estimated distance to that beacon, and the location of the beacon can the application establish the position of its host device.

![Figure 5. Triangulation-Based Location Estimation](image)

The BLE standard is used to create Bluetooth beacon technology. A beacon sends out a unique ID. An application on a BLE device that receives that ID looks up the transmitting beacon in a database and then provides the user with information about its position. The strategy used to estimate the distance between the BLE device and the beacon are shown in Figure 5. Triangulation-based location estimation is a technique for calculating the position of a point that relies on a known distance between two or three reference points and the angles measured using the Bluetooth direction-finding feature between those reference points to that point. These angles can be the Angle of Arrival or the Angle of Departure. The triangulation technique uses angle measurements (Zhao et al., 2020). Using this method, you may determine any point’s location in two-dimensional (2-D) space, given three angles between it and three other reference points.
In 2-D space, however, estimating the position of every point requires a minimum of two angles. The distances between the Bluetooth beacons A–B, B–C, and A–C are denoted by $d_{12}$, $d_{23}$ and $d_{13}$, respectively, in Figure 5. The known angle measurements between the BLE device and Bluetooth beacons, A, B, and C, are $x$, $y$, and $z$, respectively. The triangulation approach determines the BLE device’s position from this known data.

**Proposed architecture for Real-time Patient Localization and Patient Movement Monitoring**

This section explains the proposed architecture to capture the data from the patient in order to determine the location the patient in hospital areas based on the RSSI value.

**Experimentation setup for data collection**

The experimental setup to simulate the deployment of a Real Time Patient Location Tracking Solution used an existing Wi-Fi network and a floor plan (in a private clinic). We set up environment parameters (AP name, model name, channel, bands, etc.), placed APs on the floor plan, adjusted the APs’ location and parameters, viewed the planned results, and uploaded the data captured to a database. Figure 6 shows the APs on the floor plan in the clinic setup for experimentation, to get the RSSI values to identify the distance and determine the nearest access point to give patient location status.
Readings from five nRF52832 SoCs powered by a 5 V lithium-ion battery were used in this study. A proof of concept as used to determine whether the method performs as anticipated under ideal circumstances and to determine whether a distance estimate might be included. Two nRF52832s were used in the proof of concept to calculate RSSI readings at various distances for line of sight under perfect conditions. By employing APs to capture data packets from these client devices, the use of two BLE modules ensures that any deviations may be detected. The chipsets will send out advertising packets to the APs every 50 ms (this might vary depending on the scenario) and the AP will scan every 5 s. Following that, the data is entered into a database. The following pieces of data are included in the captured data: Medium Access Control Address, Patient Name, Device Name, RSSI value, Date and Time.

A maximum Tx of -4 RSSI value is more than capable of serving as the transmitter for testing the low-calibrated Tx technique for near location tracking. Tx is set at -8 RSSI value in this study, which is the optimal value because the RSSI reaches -96 RSSI value at a distance of 5 metres.

In the proof-of-concept section, a sample size of -100 to -200 RSSI value measurements was employed to ensure that the data was acceptable and trustworthy. It is worth noting that the experiment was carried out in a controlled setting with no additional network connectivity or barriers. Both the sender and receiver were lifted to 0.5 m at the same time to simulate true wearables on the wrist and provide a direct angle. Figure 6 depicts the Proof-of-Concept experimental setup, while Table 3. depicts a sample of data gathered from the scan.

### Table 3. Sample of Captured Data which is stored in Database for Analysis

<table>
<thead>
<tr>
<th>Access Point</th>
<th>AP Address</th>
<th>Device Name</th>
<th>Device Address</th>
<th>RSSI Value</th>
<th>Date</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>AP01</td>
<td>00:1B:44:11:3A:B7</td>
<td>BLETag1</td>
<td>01:1C:44:11:3B:B8</td>
<td>-50</td>
<td>15/06/2022</td>
<td>10:00:34</td>
</tr>
<tr>
<td>AP02</td>
<td>01:1C:44:11:3B:B8</td>
<td>BLETag2</td>
<td>02:1C:44:11:3B:B9</td>
<td>-25</td>
<td>15/06/2022</td>
<td>10:23:29</td>
</tr>
<tr>
<td>AP03</td>
<td>00-14-22-01-23-45</td>
<td>BLETag3</td>
<td>04:1C:44:11:3B:B10</td>
<td>-10</td>
<td>15/06/2022</td>
<td>10:12:34</td>
</tr>
<tr>
<td>AP01</td>
<td>01-23-45-67-89-AB</td>
<td>BLETag4</td>
<td>05:1C:44:11:3B:B11</td>
<td>-15</td>
<td>16/06/2022</td>
<td>10:23:57</td>
</tr>
<tr>
<td>AP04</td>
<td>00-14-22-01-23-BC</td>
<td>BLETag5</td>
<td>01:1C:44:11:3B:B12</td>
<td>-7</td>
<td>16/06/2022</td>
<td>10:05:50</td>
</tr>
</tbody>
</table>

Data was taken and structured in a database with the same information as the proof of concept. Devices were raised to a height of 7 m to simulate actual wearing of wearables. The usage of four devices is intended to assess the approach’s capacity to handle many users as well as the number of successful scans for various angles of arrival.

### Analysis and results based on the data collection

In the case of Bluetooth, the distance travelled and the broadcasting power value affect the signal strength. Bluetooth uses broadcasting signals: the RSSI intensity of the signal ranges from -26 to -100. Using a different iBeacon standard value, Measured Power, it is possible to
determine the Bluetooth proximity between two coupled or unpaired devices and the beacon. Measured Power (also known as the 1 Metre RSSI) is a read-only constant that has been factory calibrated and shows the anticipated RSSI at a distance of 1 metre from the beacon. RSSI has a tendency to change as a result of outside influences that affect radio waves, such as diffraction, interference or absorption. The RSSI becomes more erratic the farther away the device is from the beacon. Measured Power and RSSI enable calculating the distance between the device and the beacon:

\[
\text{Distance} = 10^{((\text{Measured Power} - \text{RSSI})/(10 \times N))}
\]

where N is a constant that depends on environmental factors. It ranges from 2 to 4 (low to high strength).

For example, if Measured Power is -69 and obtained RSSI value is -80, with N=2 (low strength), then calculated Distance = \(10^{((-69 - (-80))/(10 \times 2))}\) = 3 metres.

Table 4 shows the results of the RSSI value based on the distance experimentation with the number of 1, 4 and 8 devices.

<table>
<thead>
<tr>
<th>Device Number, n</th>
<th>Condition</th>
<th>Distance, m in metres</th>
<th>Average RSSI, RSSI_{avg}</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>No obstacle – Line of sight</td>
<td>0</td>
<td>-34.01</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>1-2</td>
<td>-36.43</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>2-3</td>
<td>-37.55</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>3-4</td>
<td>-50.01</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>5</td>
<td>-52.13</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>6</td>
<td>-53.14</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>7</td>
<td>-67.12</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>8</td>
<td>-68.15</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>9</td>
<td>-68.32</td>
</tr>
<tr>
<td>1</td>
<td></td>
<td>10</td>
<td>-88.45</td>
</tr>
<tr>
<td>4</td>
<td></td>
<td>11</td>
<td>-89.14</td>
</tr>
<tr>
<td>8</td>
<td></td>
<td>12</td>
<td>-89.53</td>
</tr>
</tbody>
</table>

Significance of the architecture

Many problems in healthcare facilities can be observed, such as hospital overcrowding. As described in the Introduction, patients may wander about, making their whereabouts unknown. Hence, using Real-time Patient Localization and Patient Movement Monitoring helps to locate the patient to minimize the turn-around time. A BLE-tagged wristband with each tag containing vital patient data, including an ID number, name, and other specifics, will be given to each patient upon their arrival at the hospital. When a patient travels around the hospital, Access Points on the walls and ceilings of the hospital and its surrounding area obtain
information about the location of the tags and send it to the cloud database for processing and analysis (Figure 2).

Therefore, using this data and using the Real-Time Patient Location and Patient Movement system, the staff and the doctors can locate the patients and quickly contact them to be reported. By doing this, the patient will get treatment faster than expected and the throughput in every department will be increased, which can contribute to a reduction of patient turnaround time from 3 hours to 2 hours. At the same time, the doctors can treat more patients using the Real-Time Patient Location and Patient Movement system with the BLE IoT solutions.

**Conclusion**

An increase in patient turnaround time (PTAT) has a direct impact on health care industries as patients’ quality of service is reduced. One of the crucial KPIs in the health care sector is the turnaround time for patients. Faster turnaround times are always the secret to raising patient satisfaction and quality of service. Additionally, it saves the hospitals money and resources. Low PTAT is not just a sign of a hospital’s effectiveness, it also serves as a sign of high calibre hospital service. Real Time Patient Location Tracking can be used to detect patients more quickly in a hospital setting and provide quicker care. The current inability of the hospital staff to find a patient’s whereabouts increases the PTAT.

In the current situation, without Real Time Patient Location Tracking, a patient spends almost 3 hours in the hospital from the registration process until he/she leaves the premises (Figure 1). During this time, hospital staff and doctors do not know the actual location of the patient and, as a result, it is difficult to be contactable and manage the consultation time with the doctor, as the patient can leave the hospital for meal breaks, talking to their fellow patients or friends, etc. This may also make the patient miss the consultation time with a doctor.

The Real Time Patient Location Tracking and Movement Solution allows hospital staff to follow the patient’s whereabouts and swiftly get in touch with them for a consultation. Based on the data collection and analysis, the patient will receive treatment faster than expected. Real-time patient location tracking and increased departmental throughput will help cut the patient turnaround time from three to two hours. This will avoid the need to wait for the patient to show up for the consultation, because staff could contact them and ask for an immediate report for consultation. Table 5 shows the comparison of the benefits upon implementing the Real Time Patient Location Tracking and Movement Solution.
Table 5. Comparison of Benefits before and after Implementation of Real Time Patient Location Tracking and Movement Solution

<table>
<thead>
<tr>
<th>Description</th>
<th>Before</th>
<th>After</th>
</tr>
</thead>
<tbody>
<tr>
<td>Registration</td>
<td>✔</td>
<td>✔</td>
</tr>
<tr>
<td>Patient missed Doctor’s consultation due whereabouts in hospital</td>
<td>✔</td>
<td>✗</td>
</tr>
<tr>
<td>Trackable after registration</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Locate the Patient whereabouts within hospital</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Faster Doctor consultation</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Improve the Quality of Service (QoS)</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Optimize the throughput of the departments</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Saving Time</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Cost saving</td>
<td>✗</td>
<td>✔</td>
</tr>
<tr>
<td>Patients are happy</td>
<td>✗</td>
<td>✔</td>
</tr>
</tbody>
</table>

**Future Work**

In order to conduct efficient Real-Time Patient Location Tracking to minimize the Patient Turnaround Time (PTAT), we used low calibrated Tx in our proposed solution. RSSI will be used as a bonus feature for distance estimate in this method, and will be determined by the number of successful signal scans. Experimentation showed that our proposed solution is positive and accurate. It has been proven to have good accuracy for Real-Time Patient Location Tracking in order to optimize the Patient Turnaround Time (PTAT). As a result, it can be concluded that adopting a low-calibrated Tx technique for Real-Time Patient Location Tracking to improve Patient Turnaround Time (PTAT) is a useful method that governments and implementors may use.

Based on the findings of the study, low calibrated Tx for Real Time Patient Location Tracking to optimize the Patient Turnaround Time (PTAT) was highly successful and accurate. Nonetheless, there are still some limits and need for development. Mass testing, for example, has not yet been done, but it may be a future direction that researchers take before deciding to use in the real world. Not only that, but there are constraints in place, such as a limited number of devices and distance testing. If further experiments with more distances of 5 m can be undertaken, the results will be more robust. As a result, it is critical that more testing be done to determine the accuracy's consistency. When looking at the results of the experiment, it is evident that, as the number of devices increases, the number of successful scans decreases since the receiver has a limited time scan interval. However, this variable can be altered to improve precision or to accommodate more users. It should balance the number of users and the scanning interval to reach an appropriate level of RSSI accuracy. Otherwise, a large number of successful scans for a small number of users would give the impression of high accuracy when it is not.
Based on the experiment conducted real-time patient location tracking can make a significant contribution to public hospitals in Malaysia in terms of reducing patient waiting time. As a result, it appears necessary to determine hospital requirements, apply novel technologies such as BLE and the Internet of Things, and integrate them to gain maximum benefits to improve patient turn-around time in Malaysian public hospitals.

In the future work, BLE chipsets with even lower power consumption can be integrated with the Real-Time Patient Location Tracking system to save energy and improve tracking sensitivity.
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Abstract: The connectivity of private resources on public infrastructure, user mobility, and the advent of new technologies have added new client and server-side security requirements. Security is the major element of the Internet of Things (IoT) that will certainly reinforce an even greater acceptance of IoT by citizens and companies. Security is critical in this context given the underlying stakes. This paper aims to advance the thinking on authentication of connected objects by proposing an authentication mechanism that meets the needs of IoT systems in terms of security and performance. It is based on SDN (Software-Defined Networking), which refers to a set of advanced technologies that allow for centralized control of network resources. OTP (One-Time Password) is a type of authentication that could be useful in connected object environments and smart cities. This research work extends the principle of OTP and proposes a lightweight authentication method using a new approach to OTP generation that relies on two parameters (Two-Factor Authentication, 2FA) to ensure the security of underlying systems. Subsequently, we leverage the combination of SDN and the 2FA algorithm to propose an adaptive authentication and authorization solution in the IoT network.
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Introduction

Internet of Things (IoT) and Cloud Computing are actually broad areas of interest and research. They will change the way we live and work by making different aspects of life smart. According to IoT Analytics estimates by Koohang et al. (2022), at the end of 2018 there were around 50.1 billion users connected to IoT devices.
The Internet of Things opens up new possibilities, such as the capacity to remotely monitor and manage devices, as well as to analyze and act on data from multiple real-time traffic data streams. Consequently, with the advent of cloud computing (Junior et al., 2021), IoT products are changing habits and cities by enhancing infrastructures, improving municipal services to make them more effective and cost-effective, improving transportation services by reducing traffic congestion, boosting citizen safety, and delivering smart health services (Mitake et al., 2021). IoT technologies, on the other hand, provide a slew of security and privacy concerns. Due to the hardware limitations of IoT devices, implementing and deploying complete and effective security and privacy solutions for the IoT environment remains a major challenge.

The IoT's immense power comes from the fact that its objects can communicate, analyze, process, and manage data without the need for human interaction. However, security issues are holding back the evolution and rapid deployment of this high technology. Identity theft, information theft, and data modification are a real danger for a parent system. Several cyberattacks have been blamed on flaws in the authentication procedures of connected door locks, computers, and phones. In 2016, Anna Senpai developed Mirai (Biggs, 2016), a malicious malware that allows attackers to take control of susceptible connected equipment such as surveillance cameras and routers, launching large-scale distributed denial-of-service (DDoS) assaults. Mirai turns infected objects into bots; in other words, it turns them into autonomous and intelligent computer agents controlled remotely.

In 2017, another malicious program, BrickerBot, appeared. It brute-force attacks objects using conventional password identification systems (Lagane, 2017) in order to eliminate them and thus delete their data. It is evident that the prosperity of the IoT can only be achieved when good security is provided for the objects and the communication networks used. It is crucial to implement a security policy that prevents any malicious or unauthorized object from accessing the IoT systems, reading their data, or modifying them. For an object to have the ability to operate a service or associate with a network, it must first prove its identity and have the necessary access rights. Connected objects are generally very limited in computing and storage capacity. They are also constrained by energy consumption. Therefore, we cannot use classical security mechanisms, such as authentication with digital certificates, or the use of asymmetric cryptographic algorithms, such as Rivest Shamir Adleman (RSA) or Diffie-Hellman (Kocher, 1996), because they are very costly or not even supported by the objects. As a result, a new lightweight and robust mechanism must be created to provide object authentication and data protection services, while adapting to object and communication technology capabilities.
This article describes a security system to ensure the authentication services of connected objects, the integrity of the inter-exchanged data, and the confidentiality of the information. This approach must take into account the constraints of the objects and the communication technologies used.

We used the SDN (Software-Defined Networking) technology in conjunction with the 2FA (Two-Factor Authentication) method based on the OTP (One-Time Password) algorithm in order to accomplish this goal. The remainder of the paper is laid out as follows. We first provide some background information on IoT, Cloud Computing, SDN, Access Control, and Authentication, as well as their principles. Then, we describe our proposed solution, its objective, and its functioning. We then provide a discussion of our findings, and, finally, we conclude this paper with some perspectives and further insights.

The objective of our IoT authentication solution is to enable intrusion detection (to prevent identity theft in a virtual environment by using mobile agents to collect malicious data and generate new signatures from this malicious data). We highlight IoT access control and authentication devices that can dynamically recognize and connect multiple real and virtual sensors in a unified secure system, and provide dynamic deployment of updates between clusters in an IoT cloud, using master and slave SDN.

What makes our work unique is that we use SDN architecture for dynamic deployment of a strong authentication mechanism and generation of inter-cluster updates in an IoT network, a framework never before dealt with by researchers, today offering access to the IoT network by registering and verifying the identity of objects, as well as updating the framework automatically.

**Theoretical Foundations and Related Research**

**Internet of Things (IoT)**

The CERP-IoT “Cluster of European Research Projects on the Internet of Things” represents the Internet of Things as “a dynamic backbone of a global network. This global network has self-configuration capabilities based on interoperable communication standards and protocols. Physical and virtual items in this network have identities, physical attributes, virtual personalities, and intelligent interfaces, and they’re all perfectly interwoven” (Botta et al., 2014).

Internet of Things is a continuously evolving system of interconnected devices based on a set of technologies, namely RFID, Barcode, Zigbee, WSN, Wi-Fi and Cloud Computing. It faces several challenges, of which security is a major challenge. The scope of application of IoT is
almost unlimited, which will allow it to make the environment intelligent and favourable to any human activity (Abdellatif et al., 2022).

**Cloud Computing**

The National Institute of Standards and Technology (NIST) claims that (Sturm, Pollard & Craig, 2017), Cloud computing is a concept that allows users to access a shared set of computer resources (such as servers, storage, and apps) on-demand over a telecommunications network. Cloud computing is a model that allows users to use a shared set of computing resources on demand (e.g., servers, storage, apps) that may be immediately put to use over a telecommunications network. There are four different kinds of clouds:

1) Public Cloud: dedicated to the general public, it is a set of free or paid services accessible via the Internet. It is offered by a company that manages an infrastructure that belongs to it.

2) Private Cloud: a set of resources available to a single customer that can be managed by the user company or by an external provider.

3) Community Cloud: cloud resources shared by several companies or organizations which can be managed by member organizations or by an external provider.

4) Hybrid Cloud: allows the company to be able to supply services in multiple clouds either public, private or community.

Some services offered by Cloud Computing are SaaS (Software as a Service), PaaS (Platform as a Service), IaaS (Infrastructure as a Service), and NaaS (Network as a Service) (Hussain & Chun, 2022). IaaS provides computing and storage services on a rental basis; in addition to the data storage in IaaS, the data will be universally accessible on the Internet. PaaS offers a complete environment for the development and deployment of applications. SaaS allows remote access to software via the Internet. Users can have heterogeneous networks with NaaS since it gives virtual network(s) to them.

**SDN (Software-Defined Networking)**

SDN is a technology that is now mature, usable and “marketed” by operators. It allows centralizing the control logic in a controller. It also enables the separation of the control and data planes (Munther et al., 2021). SDN is characterized by the following elements (El Kamel, Eltaief & Youssef, 2022):

- Separation of control plane and data plane: Control functionality is removed from the network nodes, which become simple (packet) forwarding elements.
- Forwarding (packet) decisions are flow-based (rather than destination-based): A flow is a collection of packets that travel from one point to another. All packets in the same flow are subject to identical service and processing policies at the transfer devices.

- The control logic (intelligence) is passed to a third party, the SDN controller or Network Operating System (NOS). The NOS is a software platform based on server technology that provides the tools and abstractions required to simplify the construction of forwarding devices using an abstract view of the network and logical centralization. Its purpose is therefore similar to that of a traditional operating system.

- The network is programmable: The network can be programmed using software applications that connect with the devices on the underlying data plane and run on the NOS. This is a core feature of SDN, as well as its primary value-added feature.

**Functions of the SDN**

SDN separates the data plane from the control plane, as previously indicated. In other words, the intelligence of the network is transferred to a controller, all computations are performed there, and many applications and features can be added as needed.

In Tok & Demirci (2021), the researchers discussed the basic modules of an SDN controller. They concluded that the modules of link discovery, topology management, storage, policy, flow table management and control data are the core modules of the SDN controller. Topology management is one of the essential and critical functions of the architecture. It is provided by two modules, the topology manager and the routing and link discovery manager, that also provide the routing service.

**Authentication and Access Control**

Access control is a security technique that can be used to determine which users or programs are allowed to see or use resources in an IT environment (Zhang & Hu, 2021). Physical and logical access control are the two main types of access control. Physical access control restricts access to campuses, buildings, rooms and computer equipment.

Connections to computer networks, system files, and data are all restricted by logical access control.

Access control systems handle approved identity, authentication, access approval, and entity responsibility using login credentials, such as passwords, PINs, biometrics, and electronic or physical keys. An access control model includes (Shan, Zhou & Hong, 2021):

- An access control policy (or rule) that specifies what access to data is allowed;
An administration policy that specifies how the access controls policy can be updated. An access control mechanism is a software or hardware solution for enforcing an access control policy.

IoT now confronts numerous issues in authenticating the devices and sensors that connect to the network. Because the sensors’ hardware IDs can be faked (Alizadeh, Tadayon & Jolfaei, 2021). As a result, there are few options for authenticating device sensors or home automation devices. Although standard security protocols, such as X10, ZWave, and ZigBee, have been embraced by the industry and can provide encryption methods, it is still a work in progress to develop acceptable mechanisms for authenticating devices.

Many security techniques based on private key cryptographic primitives have been developed due to quick computation and energy efficiency, as mentioned in Nait-Hamoud, Kenaza & Challal (2021). It is inefficient to keep keys for heterogeneous devices in the IoT because of the scalability issue and the memory requirement. IoT does not now solve all authentication requirements, such as mutual authentication, replay attack resistance, DOS (Denial of Service), MITM (Man in the Middle), and lightweight solutions.

**OTP (One-Time Password)**

A one-time password (OTP) is a random string of numbers or letters that is used to authenticate a user for a single transaction or login session (Lee, Kang & Cho, 2017). A password created by the user is less secure than an OTP, especially if it is weak and/or used across numerous accounts. OTPs can be used in place of or in addition to authentication login information to offer another degree of protection (Babkin & Epishkina, 2018).

**Example:**

OTP security tokens are microprocessor-based smart cards or pocket-size key fobs that generate a numeric or alphanumeric code to authenticate access to a system or transaction. This secret code varies every 30 or 60 seconds, depending on how the token is programmed.

Mobile device apps, such as Google Authenticator, rely on the token device and PIN to generate the one-time password for two-step verification. Hardware, software, or on-demand security tokens can all be used to implement OTP security tokens. Unlike regular passwords, which remain static or expire every 30 to 60 days, the one-time password is only used for one transaction or login session.

**2FA (Two-Factor Authentication)**

Two-factor authentication (2FA) is a security method that needs two different forms of identity to gain access to anything (Kemshall, 2011). Two-factor authentication can be used to strengthen the security of an online account, a smartphone, or even a door. 2FA needs two
types of input from the user: a password or personal identification number (PIN), a fingerprint, or a code texted to the user’s smartphone before anything being secured can be accessed.

Two-factor authentication is a security feature that prevents unwanted users from getting access to an account using only a stolen password. Users may be at greater risk of compromised passwords than they realize, particularly if they use the same password on more than one website. Downloading software and clicking on links in emails can also expose an individual to password theft (Sadri & Asaar, 2021).

Relevant Works and Limitations

Table 1. State of the art.

<table>
<thead>
<tr>
<th>Research Work</th>
<th>Used Technology</th>
<th>Summary contributions</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Hammi et al., 2020</strong></td>
<td>IoT ✓ Cloud * SDN * OTP ✓ 2FA *</td>
<td>Aim to advance the literature on IoT authentication by proposing three authentication schemes that satisfy the needs of IoT systems in terms of security and performance.</td>
</tr>
<tr>
<td><strong>Baseri, Hafid &amp; Cherkaoui, 2018</strong></td>
<td>IoT ✓ Cloud ✓ SDN * OTP * 2FA *</td>
<td>A method based on the Attribute-Based Encryption (ABE) technique, for designing secure and efficient data access control for mobile cloud</td>
</tr>
<tr>
<td><strong>Hammi, Bellot &amp; Serhrouchni, 2018</strong></td>
<td>IoT ✓ Cloud * SDN * OTP ✓ 2FA *</td>
<td>An approach that uses the asynchronous mode, which is based on the challenge/response method defined by RFC 1994</td>
</tr>
<tr>
<td><strong>Botta et al., 2014</strong></td>
<td>IoT ✓ Cloud ✓ SDN * OTP * 2FA *</td>
<td>Physical and virtual items in this network have identities, physical attributes, virtual personalities, and intelligent interfaces, and they are all perfectly interwoven</td>
</tr>
<tr>
<td><strong>Abdellatif et al., 2022</strong></td>
<td>IoT ✓ Cloud * SDN * OTP * 2FA *</td>
<td>Communication-efficient hierarchical federated learning for IoT heterogeneous systems with imbalanced data</td>
</tr>
<tr>
<td><strong>Hussain &amp; Chun, 2022</strong></td>
<td>IoT * Cloud ✓ SDN * OTP * 2FA *</td>
<td>Services offered by Cloud Computing are SaaS (Software as a Service), PaaS (Platform as a Service), IaaS (Infrastructure as a Service), and NaaS (Network as a Service)</td>
</tr>
<tr>
<td><strong>Mutlag et al., 2019</strong></td>
<td>IoT ✓ Cloud ✓ SDN * OTP * 2FA *</td>
<td>Cloud4IoT is a platform that enables plug-and-play integration of additional sensor objects, as well as dynamic scalability, by automating the deployment, orchestration, and dynamic configuration of IoT support software components and data processing and analysis applications.</td>
</tr>
</tbody>
</table>
In the literature, only a few works use SDN, 2FA, and OTP in the authentication for IoT. Table 1 presents various studies, including a summary of their contributions. Some work is done on securing authentication of IoTs in the cloud with authentication principles like OTP or 2FA, which does not lead to secure and satisfactory results. In this section, we present three works. The first work (Hammi et al., 2020) aims to advance the literature on IoT authentication by proposing three authentication schemes that satisfy the needs of IoT systems in terms of security and performance. One-Time Password (OTP) is a type of authentication that could be beneficial in Internet of Things and smart city applications. To ensure the security of such a protocol, this research effort extends the OTP principle and provides a novel way to produce OTP based on Elliptic Curve Cryptography and Isogeny.

The second work (Baseri, Hafid & Cherkaoui, 2018) is a method based on the Attribute-Based Encryption (ABE) technique, for designing secure and efficient data access control for mobile cloud. These methods allow data owners (enterprises or individuals) to ensure data security and provide mobile users with fine-grained access to data using defined policies and constraints.

The third work (Hammi, Bellot & Serhrouchni, 2018) is an approach that uses the asynchronous mode, which is based on the challenge/response method defined by RFC 1994 (Simpson, 1996). We chose this mode because it does not require any prior agreement between the communicating objects, in contrast to the synchronous mode, which requires an agreement between objects on some parameters, such as “time”, (for example, the Time-
based One-Time Password (TOTP) algorithm (M’Raihi et al., 2011)) or a “counter” (for example, the HMAC-based One-Time Password (HOTP) (M’Raihi et al., 2005)).

There is no SDN-based research work for securing IoT authentication to date, as Table 1 shows. For this reason, our idea is to set up a framework for securing IoT authentication dynamically based on SDN and the two authentication principles OTP and 2FA.

Proposed Solution

The proposed solution concentrates on controlling the access to the devices or objects that are connecting in an IoT network based on SDN. In this section, we first highlight the objectives of the proposed framework, its overall architecture, its four main layers, and its overall operation. Finally, we explain the IoT authentication scenario as well as the role of each component and how it will react in case of an attack or otherwise.

Objectives of the Framework

The objectives of our framework are grouped into three main points as follows:

- Intrusion detection and identity usurpation in a virtual environment using IDS (Intrusion Detection System) Checker and IDS Analyser to collect malicious data, and generation of new signatures from malicious data.
- Internet of Things (IoT) access control and authentication devices, which can recognize and connect many real and virtual sensors dynamically into a unified secure system.
- Dynamic deployment of updates between clusters in an IoT cloud, using SDN master and slave.

Proposed Model of IoT Architecture Based on SDN

As shown in Figure 1, we define an IoT architecture based on SDN with front-end and back-end. The front-end is connected to both an external network as well as the internal network. It is represented in Figure 1 by the application layer.

IoT users are able to communicate with the Cloud via the front-end. The back-end consists of computer hardware and software that are designed for the delivery of services. It allows treatment of the user’s query and executes it allowing access to sensors and actuators. It is represented in Figure 1 by the Data Processing Layer, Networking Layer and Physical Layer (sensors and actuators layer).
Application Layer: It is the application layer that defines all applications in which IoT has been deployed. It is the interface between the end IoT devices and the network. Examples of IoT Applications are smart homes, smart health, and smart cities.

The Application Layer has the authority to provide services to the applications. The services may be different for each application based on the information collected by the sensors. It is implemented at the device level by a specific application. The browser, for example, applies the application layer to a machine. It is the browser that executes application-layer protocols like HTTP, HTTPS, SMTP, and FTP. The application layer has numerous issues, the most important of which is security.

Data Processing Layer: In a three-layer system, data is transmitted directly to the networking layer. The likelihood of experiencing damage arises as a result of delivering data directly. In a four-layer architecture, data from a perception layer is transferred to this layer. The Data Processing Layer has two responsibilities: it verifies that data is forwarded by legitimate users and it protects the data from being tampered with.

Authentication is the most commonly used method to verify the users and the data. It is applied by using pre-shared keys and passwords for the concerned user. The second responsibility of the layer is to send information to the network layer. The medium through which data is transferred from the Data Processing Layer to the network layer can be both wireless and wire-based.

Data Controlling Layer: The SDN Controller serves as a bridge between the application and back-end layers. The northbound interface is the connection between the controller and applications, while the East/West interface is the connection between the controller and the data sub-controlling layer. This layer processes the instructions and requirements sent by the application layer (via northbound interface) and passes them to the networking
components (via southbound interface). It also communicates back necessary information extracted from the networking devices to the application to function optimally.

Data sub-controlling Layer: also called the “control plane”, is mainly composed of one or more SDN controllers. Its role is to control and manage the infrastructure equipment through an interface called ‘southbound API’.

Network Layer: A transmission layer is another name for this layer. It functions as a bridge, carrying and transmitting data collected from physical things via sensors. The transmission medium can be wireless or wired. It also allows network devices and networks to communicate with one another. As a result, it is particularly vulnerable to attacks. It has important security issues regarding the integrity and authentication of data that is being transmitted to the network.

Perception layer/Sensor layer: The sensor layer is in charge of recognizing objects and collecting data from them. RFID, sensors and 2-D barcodes are just a few of the sorts of sensors that can be used to gather data from items. The sensors are selected as per the requirement of applications. The data that is collected by these sensors can be about location, changes in the air, environment etc. They are, however, mostly of interest to attackers who seek to use them to replace the sensor with their own.

Building a Solution Framework

After the presentation of the IoT architecture-based SDN, we now proceed to the establishment or distribution of the components of our framework according to our strategy for authentication security. Then, we shed light on the general architecture of our framework, shown in Figure 2.

In traditional networks, authentication security is mainly provided by firewalls to protect against attacks. With the advent of connected objects, these techniques are not enough to protect against attacks that are increasingly sophisticated and cover even larger perimeters with mobility. This is why we propose a new approach based on an intelligent and dynamic concept, using the functionalities of an SDN controller, the services of an IDS and an authentication server based on the 2FA mechanism, which we will call a Cluster of registration. This concept is a decentralized middleware to implement management and security policies for network devices via an SDN controller, IDS and a Dynamic Authentication Server (DAS). All network devices are located in a domain called a cluster. A cluster of the newest registrations is a main cluster where each new object must pass through to register in the IoT network in a direct or indirect way; i.e., if a new object tries to integrate
with an already active cluster, it will be automatically redirected to the registration cluster, which makes our approach dynamic.

Figure 2. General architecture of framework

Before registering or deregistering a node in a cluster, one must consider these registration rules:

- We need to enable the object on the registering SDN so that the registering SDN communicates its authentication table to all Slave SDNs up to the master SDN.
- A node cannot be registered in a cluster if it is already a member of another cluster. In this situation, the node must first be unregistered from its current cluster.
- Node registration is done directly and dynamically through the local management interface of the appliance we want to join to the cluster. The appliance we are registering must be able to communicate with the registering SDN.
- Deregistration of a node must occur on the primary master.
- A node cannot be deregistered if it is not registered on the entire SDN chain.

**SDN Controller Authentication**: consists of a physical machine running OpenFlow switches, an OpenDayLight controller, control elements of the distributed network. In order to ensure high programmability of control plane and a global view of the newest things in the network, it is decoupled from the data routing devices and centralized. This means that decision making is concentrated in a single (or redundant) location, the controller. Data
routing is based on flow rules defined by controller instructions. The controller’s decisions can be made based on a much wider range of criteria as well as on pre-programmed rules.

**Dynamic Authentication Server (DAS):** is an SDN Controller authentication client that implements the 2FA (Two Factor Authentication) algorithm based on OTP (One time Password). The DAS has been adapted to indicate whether the object is accepted or refused for authentication.

**Server IDS:** used to detect attacks against the registration cluster at an early stage and on the IoT network generally. It is the unit that reacts first in our approach whose purpose is to monitor and analyze all network activities, to detect unusual traffic and to notify the SDN Controller Authentication in such a case. This allows the latter to react to network access attempts by intruders and thus prevent an attack.

**Other clusters:** is a cluster of authenticated objects in the IoT network containing objects, nodes, network devices and mainly the OpenFlow Switch, communicating with the SDN.

**SDN Controller Slaves:** used to set the flow tables of the data plane switch (based on the OpenFlow protocol); such a feature set enables centralized and intelligent control and inspection of data packets that may be transmitted or received by any SDN switch connected to the network.

**SDN Control Centre:** complement of the SDN architecture, which aims at communicating the OpenFlow tables within the network and also the load balancing between SDNs, as well as a backup in case one of the slaves fails.

**SDN Master:** the major element of the architecture that has all the controls and authentication data, synchronizes with the Slave SDNs, and distributes the load in the SDN Controller centre.

**Analyzing the Functioning of the Framework**

We discuss how our framework works based on Figure 3.

Every time a new object wants to access an IoT network, it confronts our authentication concept based on the SDN and the authentication server adopting 2FA, as well as the IDS server.

The object sends a request for affiliation to the network; this request is redirected directly and dynamically to the registration cluster; the SDN Controller Authentication receives it and processes it, while ensuring the validity of the request. SDN Controller Authentication consults the data in its temporary log file to see if this object refers to a previous affiliation request: in the legitimate case, nothing is reported, so the event must be passed to the IDS
server (based on Radius) so that it undergoes a thorough analysis to decide if the event is an attack or a straightforward authentication request. If it is an attack, the SDN Controller Authentication rejects the request; otherwise, the IDS server sends an authentication request to the DAS. The DAS comes to its process (that we will see later in detail) of authentication based on 2FA: if the two parameters are validated, a new affiliation is generated with the SDN. The SDN Controller Authentication communicates its authentication table to the SDN Control Centre, then to the SDN Master, so that the latter propagates this affiliation on all the SlaveSDNs. This is called an authentication network update. The SDN Controller Authentication updates its log file for a new affiliation attempt temporarily (logging principle).

Figure 3. Framework’s general sequence diagram

IDS Process

In this section, we detail the exchange part of the SDN Controller Authentication and the IDS server. From the previous global sequence diagram, we can see that, when a new object arrives, the SDN receives its affiliation request. This request is obviously to be analyzed. So, the SDN Controller Authentication gives it to the IDS server to be analyzed and to pass the IDS process.

In our approach, specifically in the detection and analysis of events from new objects, our IDS server is subdivided into two virtual machines (VM). To assure a new degree of trust in the VMs, we use Virtual Machine Monitoring (VMM) in our framework. The IDS-Checker
components are then deployed at the node (physical server) level to monitor virtual machines.

**IDS Checker**: it is in the form of a program analyzing a predefined attack database; this VM is self-powered according to its successor IDS analyzer.

**IDS Analyzer**: a VM implementing an intrusion detection and analysis system, such as RADIUS.

![Sequence diagram between SDN Slave and IDS](image)

**Figure 4. Sequence diagram between SDN Slave and IDS**

As shown in Figure 5, the analysis process of the IDS server starts with SDN that sends the event to the IDS Checker, which processes this event and at the same time checks the IDS log file containing the access log of the objects. The log file returns a summary of the attempts of the objects that have launched attacks. Based on the summary and the processing of the IDS Checker, the IDS Analyzer receives the whole thing to decide if it is an attack or not. If it is an attack already predefined in the database, the IDS Analyzer ignores the event, sets an alert, and updates the IDS Checker and the log file. In the opposite case, that is, the event is a real affiliation request, the IDS Checker informs the SDN with an authentication acceptance.
**Dynamic Authentication Server**

When designing our approach, we first studied an initial version that ensures the authentication of a device during the association phase. The authentication mechanism used is based on the principle of 2FA, which takes two parameters into account to ensure authentication. The first parameter is the One Time Password (OTP), defined in RFC 2289 and RFC 4226, as well as the challenge/response principle described by RFC1994. Indeed, an OTP is a password that is valid only during a single authentication operation, which is why it represents a very resistant authentication mechanism against replay attacks and cryptanalysis attacks. One-time passwords can be used in synchronous or asynchronous mode.

![Sequence diagram between new thing and DAS](image)

**Figure 5. Sequence diagram between new thing and DAS**

The synchronous mode is based on a shared secret (e.g., symmetric key) between two objects to prove the identity of one or both communicating entities and a pre-shared parameter, such as time or a counter, that changes in a synchronized way after each authentication.
operation. As for the asynchronous mode, it is based on a shared secret and a random number called a challenge sent by the authenticator. We used the asynchronous mode because, unlike the synchronous mode, it does not require any prior approval between the communicating entities (e.g., a counter). And because of the instability of most wireless networks, if a message is lost then this will cause a synchronization problem as the counter values become different. Moreover, many wireless technologies do not support absolute time.

To remedy the problem of identity usurpation not taken into account in asynchronous mode, our authentication protocol adds the exchange of two more messages, which are “authentication request” and “authentication response”. Therefore, in order for a device to associate securely, it first sends an association request to the DAS. The latter responds with an authentication request containing a challenge. Then, via a cryptographic function described by RFC 4226, which we have adapted for the asynchronous mode, the device computes an OTP using a shared secret key and the received challenge. Then, it derives and stores a session key, $k_u$, that will be used to secure the session data exchanged in unicast mode. After that, it sends the OTP via an authentication response. Finally, upon receiving the message, the DAS calculates another OTP based on the same parameters and functions used by the device, and then compares the two OTPs. If they are identical, this proves the identity of the device. Thus, the authentication of the device is successful and its association is confirmed by a response association. After the authentication of the device, a symmetrical session key, identical to the one stored in the device is generated at the DAS level in order to ensure the integrity of messages in unicast mode.

Sharing the master key, used for object authentication and session key generation, is a challenge for security protocol designers. For a secure protocol, this key must be unique and personalized for each device. This personalization must not negatively influence the network performance and the proper functioning of the DAS. Therefore, we have created a key management mechanism called “Customization” of keys. The latter represents a secure, flexible and optimal method of distributing pre-shared keys that protects objects against internal spoofing attacks. Indeed, the principle of this mechanism is based on the fact of installing an initial key, $k_i$, at the DAS level and deriving from it a personalized key, $k_d$, for each device. The key $k_d$ is calculated from $k_i$ and the unique identifier (UI) of the device using a hash function (HMACSHA256). The latter represents a one-way function that prevents the input parameters (e.g., secret key) from being obtained from the result depending on the data provided; it generates a wide range of results. This customization offers many advantages:
- The DAS does not need to store the \( k_d \) key of each device belonging to its network, but rather to deduce it automatically thanks to its \( k_i \) key and the UI of the device requesting the association.

- When a new device with a \( k_d \) is added, the DAS does not need to be updated. This allows a great transparency and flexibility when adding new devices.

- Unlike some approaches that propose authentication based on a broadcast key, the fact that each device has its own key, which is linked to its identity, protects the system against internal identity theft.

Finally, once the association ends, a secure channel is created between the communicating entities. This channel ensures the integrity of the data by signing all messages with the key \( k_u \). The signature represents the first \( n \) octets of the HMACSHA256 of the frame to be sent. Due to the limitation of the frame payload size in IoT networks, it is preferable that \( n \) does not exceed 16 bytes. This way, if a message is modified or tampered with, the system can automatically detect the problem.

Discussion

The IoT is an Internet-based computing technology, in which the necessary resources are provided on a rental basis to clients. Therefore, the existence of vulnerabilities in the IoT allows intruders to affect the confidentiality, availability and integrity of IoT network resources as well as services. Authentication intrusions, identity theft, and other malicious activity at the network level are major security issues in the IoT. To ensure a high level of access control in the IoT network, we propose a new framework based on the cooperation of SDN and 2FA and OTP mechanisms. This framework allowed us to achieve three objectives: intrusion detection (known and derived from known attacks) at the front-end and back-end of the IoT environment autonomously; dynamic deployment of updates between clusters in an IoT network, using SDN communication APIs; a dual parameter secure authentication, the first based on the OTP algorithm and the second based on a challenge calculation. We used the OpenFlow protocol to exchange updates between clusters to obtain new knowledge and detect new devices. Exceptional scalability is another strong point of this framework. When, for example, our object migrates from a Cluster1 to Cluster2, it is still possible to make exchanges in the network because our SDN Master can migrate any SDN slave table to another SDN slave. The strength also lies in our framework, which gives IDSs scalability and flexibility. Therefore, we have met almost all the challenges mentioned in our framework. Therefore, this framework has several advantages; for this reason, it can be considered as an effective solution for object authentication in an IoT network. Thus, it can be used to protect people and assets from the risks of intrusion and aggression.
Conclusions and Future Work

The IoT is enjoying undeniable success, which could be compromised by concerns about the risks associated with potential misuse of this model to conduct illegal activities. There is a major need to bring security, transparency and reliability into the IoT model for customer satisfaction. Therefore, one of the security issues is how to reduce the impact of any type of intrusion in this environment and mainly in the authentication process. Thus, in this paper, we propose a dynamic framework, which is based on the collaboration of IoT, SDN, IDS, 2FA, and OTP. As mentioned earlier, SDN controllers are used in our framework to examine devices, to transfer object data, and to update exchanges between different clusters in the IoT network; thus, SDN controllers could have the ability to examine objects and provide communication between hierarchical layers or clusters. Therefore, the Dynamic Authentication Server (DAS) is present to ensure secure authentication while relying on the 2FA mechanism, a two-parameter authentication where the first parameter is derived from the computation of an OTP and the second parameter is based on the computation of a challenge launched by the DAS. However, there are also the IDSs, which allow an analysis and detection of attacks at each affiliation of an object – that is, the analysis of an event and also the detection of an identity theft. Therefore, further development of mobile agent toolkits will facilitate their application in IDS systems. Finally, a dynamic deployment of a strong authentication mechanism and generation of updates between clusters in an IoT network, using SDN architecture, will also be of significant value. Further research can be undertaken to improve the presented work. Future directions are:

- Continuing to further develop the concepts and notions of this architecture and then proceed with an implementation to validate it.
- Taking into account minimizing the affiliation time between DAS and the object.
- The use of cooperation mechanisms between other authentication algorithms in order to reinforce the access control.
- Automatic improvement of the attack database at the IDS level.
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Disruption and Politics in the Reshaping of Australian Telecommunications

When the Postmaster-General’s Department (PMG) was formed after Federation out of the six colonial postal and telegraph departments, it was a colossus, dwarfing every other Australian enterprise, public or private. From the beginning it had dual objectives. It had to provide essential communication services to all Australians at an affordable price; and it had to operate like a business. In a huge country like Australia, much of it sparsely populated, these objectives could not but conflict and the result was an opaque and complex system of cross subsidy in which the city subsidised the bush, business households, and telecommunications postal services. The system had largely bi-partisan support, and were anyone to raise questions the Country Party would quickly spring to the defence of a system that benefitted people living outside the metropolitan centres.

During the 1960s, the PMG came under great strain, from technological change and from increased demand, including from business, for new services such as data transmission. Its appetite for capital was vast, but its capacity to make a return on the investment was
constrained by inflexible funding arrangements and the political difficulty of increasing charges for its services. The Coalition, by then in its second decade of government, had little interest in fundamental reform of the PMG, so it was left to the Whitlam Labor government. Whitlam’s interest in modernising government administration coincided with a push from the Amalgamated Postal Workers’ Union (APWU) to get PMG workers out from under the control of the Public Service Board and into a statutory corporation. So began the end of the long-standing co-dependence of telecommunications and postal services.

John Doyle’s new book (Doyle, 2022), Crossed Lines: Disruption Politics and Reshaping Australian Telecommunications, tells the story of the politics of this reform process up to and including the 1991 reforms of the Hawke government which brought full-service competition into the sector. It is based on thorough archival research, the extent of which is truly impressive as this was a time of dramatic change in Australian telecommunications. Doyle also interviewed key political players, including Kim Beazley, Gareth Evans, Tony Staley, Malcolm Fraser, Paul Keating and Ian Sinclair. The book comes with a swag of endorsements including from George Megalogenis, who describes it as ‘the definitive history of telecommunications reform in Australia’; and Richard Alston, who praises it for its rigour and balance. The focus is on the politics, not on the engineering or the technical challenges, but it will interest readers of this journal, many of whom will have lived through the policy shifts it describes.

Lionel Bowen was Labor’s Postmaster-General, whom Whitlam charged with reforming the behemoth, and he instituted an inquiry under James Vernon. This set the pattern as the various stakeholders made their submissions: the unions and various staff associations, rural interests, including various rural shires and the Country Party, the PMG itself, and many members of the public. Notably uninvolved, notes Doyle, were the Liberal Party and the general business sector. Vernon recommended the creation of two entities and in 1975 Telecom and Australia Post were formed as separate statutory authorities.

If the aim of Labor’s reforms was to create a new, stable organisational structure for the delivery of Australia’s telecommunications services, it didn’t work. Telecom lasted barely two decades. The Fraser government, which came to office after the dismissal at the end of 1975, had given little thought to telecommunications policy, but as the pressures on the system continued it had no choice but to take it on. New business-oriented equipment and data services were creating a level of demand Telecom was not set up to meet and the Coalition was caught between the demands of the Liberal’s core business constituency and that of the Country Party’s rural base. The one big thing the Fraser government did, when Tony Staley was minister, was to establish Aussat, a state-owned company to develop and operate a national satellite system. It did not, however, act on the recommendations of the Davidson
Enquiry, which it had instigated, and so lost the opportunity to begin the telecommunications reform process.

The reform process did not really get underway again until around 1987 when the Hawke government, alarmed at Australia’s deteriorating terms of trade, embarked on a host of microeconomic reforms to increase the international competitiveness of the Australian economy. Gareth Evans, the minister at this time, stresses that Labor’s approach was pragmatic and nonideological. As minister he argued that consideration be given to winding back some of Telecom’s traditional monopoly areas and creating space for the private sector to meet the increasing range and diversity of users’ needs. In the background of the debate in the late 1980s and early 1990s was the spectre of privatisation. This was not Evans’ intent for telecommunications. Rather, it was to corporatise Telecom and embed principles of competition into the sector. Nevertheless, he received a good deal of pushback, from the unions and from Telecom itself in particular, as well as from sections of caucus committed to the public provision of essential services. Evans was Minister for Transport and Communications for just fifteen months, after which he became Foreign Minister and it is for this latter role that he is largely remembered. Doyle shows us how important his focus and energy were in creating momentum for reform.

Reform, though, was cautious and incremental, dependent on caucus support and union acquiescence. One impediment to faster progress was uncertainty as to the cost of Telecom’s universal service obligation. When he became minister, Ralph Willis, who was an economist, commissioned a study which showed that this was much lower than the sums Telecom habitually claimed. This, says Doyle, was a true breakthrough because it provided evidence that introducing competition into the sector to stimulate innovation was compatible with providing affordable community services, and so removed the core political risk in dismantling Telecom’s monopoly.

Doyle says that, from the late 1980s, the shift to full competition was probably inevitable, but that the timing and the model were uncertain. The model introduced by Kim Beazley in 1990 was built on strengthening Telecom to compete with a privatised Aussat. Optus bid successfully for Aussat, and in 1993 a third mobile provider, Vodafone, entered the market. The Opposition generally supported the government’s legislation, so long as it was moving in the direction of greater openness, flexibility and competition. Doyle ends his story there, but the stage was now set for the privatisation of telecommunications provision under the Coalition, though it had to spend big on rural Australia to allay fears about the weakening of the universal service obligation.
The book concludes with a brief look forward to the politics of the National Broadband Network (NBN), which awaits the sort of detailed investigation Doyle has given to earlier periods. He concludes that ‘Continuous disruption, whether technological or political, is the only real certainty in telecommunications reform’ (p. 210). I would put this slightly differently. Politics is not the main driver here. The continuous disruption is driven by relentless technological innovation to which politics has little choice but to respond as some stakeholders try to protect their interests and others to take advantage of new opportunities.

Telecommunications policy is a complicated and technical area. Doyle’s is the first book to look in depth at the policy changes set in train when Whitlam put reform of the PMG on the national policy agenda. Doyle writes well, without jargon, in straightforward, clear prose and the book has a comprehensive index. His book will be of great interest to those whose working lives were affected by these changes, as well as to others interested in the always challenging process of policy reform.

References

David Piltz is Awarded the 2022 Charles Todd Medal

Abstract: On 21 October 2022, David Piltz was awarded TelSoc’s Charles Todd Medal for 2022, at TelSoc’s annual Charles Todd Oration in Sydney. This article provides Dr Peter Gerrand’s speech in presenting the medal on behalf of the TelSoc Board, and David Piltz’s speech in reply.
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Presentation of the Charles Todd Medal

On 21 October 2022, as part of TelSoc’s 2022 Charles Todd Oration event in Sydney, David Piltz was awarded this year’s Charles Todd Medal for his outstanding contribution to celebrating Australia’s telecommunications history, through protecting and celebrating its valuable historical assets. This article includes the short speech made by Dr Peter Gerrand, in awarding the medal on behalf of the TelSoc Board; it is followed by David Piltz’s response.

Award Speech by Dr Peter Gerrand

The Charles Todd Medal has been awarded regularly since 1992 to individuals who have made the most outstanding contribution to Australian telecommunications in recent years.

Because 2022 is the sesquicentenary of the completion of the Overland Telegraph Line, the TelSoc Board decided it would be appropriate this year to award the Medal to the individual who has made the most outstanding contribution to celebrating the industry’s history. There has been no major work by an historian on Australian telecommunications as a whole since Ann Moyal’s masterpiece, Clear across Australia, published in 1984 (Moyal, 1984). So, we turned to those who have played a vital role in protecting and celebrating our industry’s valuable historical assets.

Before 1990, there were several telecommunications museums in Australia, housed in telephone exchange buildings of Telecom Australia and OTC, with the support of local
management, and staffed part-time by unpaid volunteers. With the creation of Telstra, these museum assets, together with many other heritage items not yet forming part of the museums, became the property of Telstra. As Telstra became progressively privatised in the 1990s and 2000s, and at times became headed by CEOs with little personal interest in the industry’s history, many became concerned at the fate of the valuable historical archives and heritage equipment. We would hear how some of the original museums had been closed down, and much of the archives and valuable historical equipment had simply been bundled up and sent off to warehouses.

But, throughout this period, there would be whispers that a Telstra engineering executive named David Piltz was acting as a guardian angel, co-ordinating the efforts of many volunteers in keeping the Melbourne, Sydney and Brisbane telecommunications museums in operation, and protecting as much as he could of the remaining national heritage assets, whether already warehoused or still kept in Telstra buildings across the nation.

In 2018, we learned to our great pleasure that Telstra had created a not-for-profit charitable subsidiary, Heritage Telecommunications Ltd, with David as its foundation Chairman, and had transferred all of its heritage assets plus considerable funding to this subsidiary. Not only would there be money to upgrade the remaining museums, the Melbourne museum would become the National Communications Museum and be professionally staffed. Even better, the vast bulk of the heritage assets would be catalogued and stored in a high-quality, temperature- and humidity-controlled warehouse, purpose built for the organisation in Dandenong.

David Piltz retired from Telstra in June this year after 49 years’ service as a telecommunications engineer, and as a member of Telstra’s executive team since 1990. His responsibilities have included the planning, design, construction and maintenance of its national network, through several generations of technology change.

In 2006, he was appointed chairman of a voluntary and informal group within Telstra, which took over the management of Telstra’s historical collection from Telstra’s Corporate Affairs group. By 2018, with the support of CEOs David Thodey and particularly Andy Penn, David was instrumental in the creation of Heritage Telecommunications Ltd as a not-for-profit subsidiary of Telstra, with the charter of managing Telstra’s heritage collection as a stand-alone organization with charitable status. As its foundation Chairman, David continued in the job until his retirement from Telstra four months ago.

I think you have heard enough to realize that David Piltz thoroughly deserves the award of TelSoc’s Charles Todd Medal in 2022, for his outstanding contributions to Australian telecommunications in celebrating our industry’s history and protecting as much as possible of its heritage assets.
Response by David Piltz

Thank you, Peter.

The Charles Todd medal is a very prestigious award. I am extremely pleased to be the 2022 recipient with the focus on acknowledging the dual aspects of my career in telecommunications. I sincerely thank the TelSoc Board for their consideration that I might be a worthy recipient. When announced, I was both overwhelmed and humbled, as it puts me in illustrious company. I recently looked up the recipients’ list from previous years — quite a Who’s Who.

Aspects of my nearly 50 years in Australian telecommunications

I started in 1973 with the PMG in Adelaide as a Cadet Engineer and graduated with a BE (Hons) degree from Adelaide University. My career with Telecom Australia, starting in 1975, had me working in District Works (Adelaide North), then with Transmission Construction Country SA (in the Murray Bridge and Mt Gambier District), and then with Darwin and NT (Regional Planning) in the Outer Darwin Semi-Rural Area.

I then transferred to National Office in Melbourne, where I worked in Transmission Planning on Interexchange Fibre Networks, ISDN, Inter-Capital Planning, National Fibre Network, and Data Networks Bandwidth expansion.

In the National Office, I then worked with the Access Planning and Technology division on the following: Broadband for Consumers and Business, ADSL1, ADSL2+, VDSL, and HFC DOCSIS1. My next job was with Technology Selection and Development, variously for Voice, Data, Video, Mobile services, Connectivity, Broadband, Fibre, copper cables, HFC, Satellite services, PCM, ATM, IP, Internet and Cyber Security.

The rate of change of technologies has had the most significant impact on my engineering career in telecommunications. But it has also been influenced by changes in government policy, company restructures, company policies and, of course, people and personalities in leadership positions.
Driving the preservation of the heritage of Australian telecommunications

My involvement in protecting the industry’s heritage began with a suggestion by some work colleagues in 2006, to which I readily responded. It required a commitment of time and thought on how to take the then Telstra heritage collection, which was about to be dispersed and to be no more, to a sustainable, solid, business-based solution that preserved the collection and its valuable knowledge. We took the view that ‘Telstra’s Heritage = Australia’s Heritage’.

For twelve years we worked within Telstra, beyond our day jobs, as the unofficial ‘Heritage Telstra Board’. We eventually persuaded Telstra’s senior management to create a wholly owned subsidiary, Heritage Telecommunications Ltd (HTL), as a registered charity. I served as Board Chairman of HTL for four years until my retirement from Telstra in June 2022, after 49 years and 95 days with the PMG, Telecom Australia and Telstra.

Taking this road could not have been possible without some very close collaboration with some equally passionate people. Two individuals in particular should be acknowledged and thanked: Paul Kinchington as Policy and Strategy advisor, and Stefan Nowak as the ‘man on the ground’ Collections Officer and keeper of the heritage collection knowledge.

Our network included experts both within Telstra (from Legal, Finance, Corporate Affairs and Operations) and outside Telstra in volunteer organisations that had kept our national telecommunication history and heritage alive in Queensland, NSW and Victoria primarily; but also with links into South Australia, Western Australia and internationally via the OTC Veterans Association.

I have previously presented to TelSoc members, in 2021, the details of this sixteen-year journey. So now I will only touch on three significant moments that led to the creation of Heritage Telecommunications Ltd:

1. In 2006, a crucial meeting with Corporate Affairs, the then ‘owner and manager’ of Telstra’s heritage collection. This was a meeting that changed their direction: instead of dispersing the collection, it was decided to hold it together. The start of the new direction began.

2. In 2014, the collection was evaluated by an independent external firm, who reported that Telstra had a collection of “National Significance” and recommended two actions: (a) to preserve and look after the collection; and (b) to bring it to life.

3. In 2018, the completion of the CEO Approval Paper, creating the Heritage Telecommunications Limited (HTL) as a subsidiary with charitable status, and the
Deed of Gift. This was the culmination of a year-long term intensive effort to convince senior Telstra Executives (the CFO, COO, Legal, Corporate Affairs, and CEO) of the virtues of having a sustainable approach to managing and displaying the Heritage collection. They rose brilliantly to the challenge.

Outcomes

Since its inception in 2018, Heritage Telecommunications Ltd (HTL) has funded:

- A new, modern National Storage Facility (NSF) in Dandenong South, Victoria that houses the collection in museum standard conditions of temperature and humidity control.
- The creation of the National Communications Museum (NCM) that is under construction at 375 Burwood Rd, Hawthorn, Victoria.
- The volunteer-run Museum at Bankstown, NSW.
- The volunteer-run Museum at Albion, Queensland.

Overall, the HTL entity is adequately funded and resourced, enabling the heritage collection to be consolidated and brought to life in a sustainable way.

Finally, I wish to thank the TelSoc Board for awarding me the Charles Todd Medal for 2022.
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Introduction

Guglielmo Marconi and several contemporaries are generally recognised as the inventors of wireless telegraphy early in the twentieth century. Marconi was awarded several key patents for his discoveries and shared the Nobel prize for physics in 1909 with Karl Ferdinand Braun for their “contributions to the development of wireless telegraphy” (Smith-Rose, 2022).

The historic paper below (Given, 2010) describes a demonstration of wireless transmission between Point Lonsdale, near Queenscliff in Victoria, and Devonport in Tasmania, by the Marconi Wireless Telegraph Company in 1906. Australia had recently federated, and the young parliament was meeting in Melbourne to debate important industrial legislation. The parliament deferred the debate and took a special train to see the demonstration, because Marconi’s invention had become internationally recognised by that time.

Marconi was represented locally by Captain Louis Walker. Walker, who would be paid 5% commission on any business contracted (but had very little success), arranged the installation of radio equipment including mast antennas at Point Lonsdale and Devonport. The local municipalities also took the opportunity to impress the politicians with various meetings, speeches and toasts.

The demonstration was successful because, by 1906, Marconi had perfected his equipment such that he could easily achieve transmissions over water for distances up to 500 km. Unfortunately for Walker, the parliament could not decide what to do with the new technology.
and, after six months of lobbying, hit a policy roadblock. Walker was forced to mothball the equipment and return to the United Kingdom.

In the minutes of the proceedings of the Colonial Conference 1907 (Colonial Conference, 1907, p. 607), it is obvious the British Government was encouraging the “Colonies” to choose wireless telegraphy systems that interworked with each other and not to adopt the Marconi system. Marconi wished to maintain his monopoly and refused to interwork with other systems. The British Government believed this monopoly would be eroded as time went on and history shows they were correct.

In 1910, Australia built two high powered wireless land stations in Sydney and Fremantle, covering the east and west maritime approaches to the mainland. They were not Marconi systems and Marconi naturally commenced legal action against the Commonwealth. The action was resolved by the merger of Australasian Wireless, the Marconi Company, and Telefunken to form Amalgamated Wireless (Australasia) Ltd (AWA) in 1911 (Moyal, 1984, p. 112).

In July 1906, Walker provided a souvenir brochure (Marconi, 1906) of the Marconi demonstration between Point Lonsdale and Devonport – but, curiously, it concentrated on examples of maritime incidents where the Marconi system assisted in the rescue, rather than describing the equipment used in Australia.
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WIRELESS POLITICS

MARCONI AND THE PARLIAMENT AT POINT LONSDALE, 12 JULY 1906

Jack Given
Swinburne University of Technology, Institute for Social Research

On 12 July 1906, representatives of Marconi’s Wireless Telegraph Company staged a demonstration of the new medium of wireless telegraphy across Bass Strait, between Point Lonsdale in Victoria and Devonport in Tasmania. A special train was organised from Melbourne for the Governor-General, the Prime Minister, most of the cabinet and members of the young Australian Parliament, who decried debate that day on important industrial legislation. The event and its aftermath provided a striking illustration of the relationship between politics and communications. Political enthusiasm for the idea of new communications technology ran well ahead of the capacity to make lasting decisions about how it should be deployed.

A little over a hundred years ago, the Australian Parliament took a train from Melbourne to Queenscliff. They were there to see some magic.

It was 1906, a decade after a 22-year-old Italian had been granted a patent for ‘wireless telegraphy’. (Baker 1970, 28) Experimenting at his family’s home in Bologna, Guglielmo Marconi had worked out how to transmit Morse Code signals across short distances without wires. People had been doing this with wires for half a century. Much of the world was traversed by overhead, underground and submarine telegraph cables. But doing it without wires was magic.

When Marconi claimed to have transmitted a signal across the Atlantic in December 1901, many refused to believe him. They thought nature may have played tricks with his equipment, or bravado with the interpretation of his results. Although ‘Mr Marconi has gradually accustomed us to the wonders of wireless telegraphy’, wrote The Times, the achievement was still ‘in some degree a shock to all preconceived notions’. 1 But the man who a few years later shared the Nobel Prize in Physics with the German wireless innovator Karl Ferdinand Braun was not deceived. 2 He had done it first, then tried to work out how. Human understanding of the transmission of electromagnetic energy over long distances had some catching up to do.

By 1906, when the Commonwealth Parliament took a train down the Bellarine Peninsula, the Italian was a global celebrity. Though his London-based company had still not turned a profit, it had a global network of subsidiaries and affiliates and some prestigious customers – the Royal Navy, Lloyd’s and Cunard. Marconi was not going to be in Queenscliff himself, but if his system of wireless magic was coming to town, everyone wanted to be there. In his place came a representative, Captain Louis Walker, and two technical assistants. Signing himself ‘Agent in Australia for Marconi’s Wireless Telegraph Company Limited’, Walker spent a year and a half in Australia and New Zealand trying to sell three things: the idea of wireless, the Marconi wireless system, and shares in Marconi’s Wireless Telegraph Company. He was to be paid a 5% commission on any business contracted. 3 The immediate priorities were the international passenger steamers and point-to-point communication between the Australian mainland, New Zealand and Tasmania. 4 Walker had very little success.

The timing seemed good. Walker arrived in Australia soon after the first Wireless Telegraphy Act was passed by the Commonwealth Parliament in 1905. The Canadian Parliament also passed a Wireless Telegraphy Act that year, as had New Zealand in 1903 and Britain in 1904. (Baker
Under pressure from the Colonial Office, the governments of the empire responded in unison to the new technology. They asserted public control of the airwaves, but left open the possibility of licensed use of them by private operators.

The Australian Parliament’s legislation was the second major use of its constitutional power over ‘postal, telegraphic, telephonic and other like services’. (see LaNauze 2001) The first, the Post and Telegraph Act 1901, consolidated the separate state post, telegraph and telephone administrations into a single national monopoly responsible to the Postmaster-General. Some had argued a monopoly would ensure the new organisation did not resist new technologies that threatened existing investments. This might have occurred if the telephone had not been controlled by the same colonial agencies that ran the telegraphs. (Moyal 1984, 88–90) The Wireless Telegraphy Act appended Marconi’s medium to this Commonwealth colossus. A state monopoly of the ether was argued to be ‘purely a formal measure’, although there was some confusion about whether or not the Commonwealth was also taking over privately-held wireless patents. Attorney-General Isaacs explained this was not the case. The intention was ‘not to appropriate the invention, but to control it’.7

A demonstration of wireless communication across Bass Strait seemed a politically savvy pitch to the politicians of the young Australian federation. The distance, around 200 miles, was comfortably within the capacity of Marconi’s technology by then. Just fifteen months after the Australian demonstration, in October 1907, the company would open a commercial wireless telegraph service across the Atlantic, using stations in Clifden, Ireland and Glace Bay, Canada. (Baker 1970, 123–128) But it was far from the first telegraphic communication across Bass Strait. Tasmania was first connected to the mainland by submarine cable in 1859, although the cable failed and a permanent link was not re-established until a decade later. (Adams 1992, 3–4; Atkinson 2001) Nor was it the first wireless demonstration in the area. A Post Office engineer established a station near the Black Lighthouse at Fort Queenscliff in 1901, exchanging messages with a ship escorting the Royal Yacht as it arrived in Port Phillip Bay, bringing the Duke and Duchess of Cornwall and York to open the first Australian Parliament. (site visit 5 Jan 2006)

Permission for a demonstration across Bass Strait between Point Lonsdale in Victoria and Devonport in Tasmania was granted, and Walker’s two technical assistants established communication over the route in May 1906. (Walker and one of his engineers on the trip, H.M. Dowsett, later published many editions of a wireless manual.) 12 July was supposed to be a sitting day for the House of Representatives, which met in Melbourne at the time. But three-quarters of the members and all but two of the Cabinet told Prime Minister Alfred Deakin they were accepting Captain Walker’s invitation to attend the demonstration. So much for the new Australian parliamentary democracy. Politicians prefer a new communications infrastructure project any day.

The House adjourned for most of the day, though not without dissent. The federal member for Corangamite, the electorate adjoining Corio where the demonstration was held, complained the invitation was ‘merely to attend a picnic’. There had already been ‘a great many picnics’ in the five-year life of the national Parliament, he said. And this one was ‘a picnic to support a monopoly’—the Marconi system, which the company was trying to make the sole world wireless standard. ‘Worse than that,’ he said, ‘it is a foreign monopoly.’11
What the member for Corangamite thought particularly offensive was that, to make way for the Marconi picnic, the Parliament had to adjourn debate on the Australian Industries Preservation Bill. This ‘Anti-Combine Bill’ was based on the United States Sherman anti-trust legislation passed in 1890, which outlawed restrictive trade practices. It was a decisive shift away from the English Common Law, which supported freedom of contract, even where the consequences of particular contracts were trade restrictive. Though eventually passed by the Australian Parliament, the legislation was interpreted so narrowly by the High Court in a case a few years later that Australia was left without effective trade practices law until the 1970s. (Walker 1967, 24–36)

So debate on the Australian Industries Preservation Bill was set aside and a specially-organised train took the politicians from Melbourne to Queenscliff station.11 The Governor-General, the Prime Minister, the Governor of Victoria and the sender of Australia’s first telegraph message between Melbourne and Williamstown 52 years before were the stars of a large and luminous cast. They were greeted by 200 schoolchildren who sang the national anthem, a small price to pay for the half-day holiday they were granted.12 Cobb and Co coaches took the party past the flags, strung between the Post Office and the Grand Hotel, to The Springs, just before Point Lonsdale.13 There, The Age thought there was ‘little for the eye to see – nothing of ostentatious display’, just two masts 162 feet high. Wires strung across the 70 yards between them provided the aerial, which was connected by cable to equipment housed in three buildings.14

The 200–300 guests were treated to a luncheon and speeches. Prime Minister Deakin joked that, since the Anti-Combine Bill had not yet passed, he had entered a conspiracy with the Victorian Attorney-General to replace the toast to the Parliament with one to the success of Marconi’s Wireless Telegraph Company. If Tennyson had not been able to foresee the scientific development the crowd had assembled to witness, the Australian poet Bruton Stephens ‘had gone very near to it’, when he spoke of Australia as ‘she whose ear thrills to the finer atmosphere’. Wireless telegraphy ‘seemed likely to transform future economic, political and warlike proceedings all over the globe’.15

Contemplating future uses of the technology, the Victorian Attorney-General favoured what he called pocket Marconi installations. These devices, he imagined, could be used to transmit photographs to the wives of politicians, letting them know where their husbands were. Prime Minister Deakin thought federal members would have nothing to fear from such mobile applications, though he was less confident about the members of the Victorian Parliament. Governor-General Northcote worried that wireless may make it harder for him to travel beyond the control of the Prime Minister.16

As the cigars arrived, the exchange of official messages between the Point Lonsdale and Devonport stations began. Deakin sent a message to the People of Tasmania: ‘Australia tirelessly pursuing her great distances by rail and wire, to-day enlist the waves of the ether in perfecting the union between her people in Tasmania and upon the mainland.’ Senator Keating also emphasised the federal theme: ‘We narrow the straits as we call across them.’ Postmaster-General Chapman – the Stephen Conroy of the day – sent a message on behalf of the mainland press to the press of Tasmania: ‘No limits can be set to the beneficent influence of journalism now that the atmosphere has, at the bidding of genius, become its servant.’ (Marconi’s 1906) Chapman had visited wireless stations overseas, including in Italy. He thought people who asked ‘Will this pay?’ needed ‘to look at the matter from something more than the commercial aspect’.17
The Tasmanian Governor did not miss his moment, reciprocating the mainland’s greetings on behalf of the ‘small and beautiful sister, by whom Victoria was founded’. He hoped the wireless experiment ‘may accelerate the date at which this state’s contribution towards cable subsidies can be diminished’. (Marconi’s 1906) The Blame Game would be over soon. Across Bass Strait in Devonport, things were less rosy. There was a crowd of 2000, but it did not include ministers in the Tasmanian Government. They were stuck in the Parliament in Hobart facing a no confidence motion. It took forty minutes to get a reply from the Governor of Tasmania there, because of a bit of a backhaul problem. The wireless messages in Devonport had to be written down and sent by bicycle and ferry to the nearby Post Office, where they were relayed by cable to Hobart.

The Tasmanian proposer of the toast to the Federal and State Parliaments didn’t miss his moment either, using it to complain about the impact of federation. Defences had not improved; there had been no consolidation of State debts and the nation had implemented a tariff that pleased nobody. This Tasmanian was particularly fed up with minority federal governments: he ‘did not want wobblers at the present juncture’. The Master Warden of the Mersey Marine Board proposed ‘Prosperity to Devonport’.

A sheaf of correspondence was sent to Captain Walker by men looking for jobs with Marconi’s new medium. Many already had experience in telegraphy at the Post Office or the submarine cable companies in Australia and overseas. Some had worked in the very new art of wireless telegraphy, as ship’s wireless operators or with the Royal Navy. An electricity lecturer from the Launceston Technical School wanted to be Marconi’s agent. He had ‘from the first taken a keen interest in the development of wireless Telegraphy as far as it has been possible on this side of the globe’, but stressed he had no interest in the German Telefunken system, Marconi’s main global rival, whose licence he had borrowed for a demonstration. Another, from St James, on the railway line between Benalla and Yarrawonga, wanted to call in and ‘see how the latest wonder works’. St James was just a small country town, but it was, he said, the home of Jas Carruthers, the inventor of ‘Carruthers Electrical Clock’. This was ‘a great thing nearly as great as Marconi’s invention, but they won’t put it on the market I don’t know why’. A strictly teetotaller from the Victorian Railways Audit Office, with nearly four years experience as a wander in the Yarra Bend Asylum, said he was ‘quick at picking up anything in electricity or machinery’.

Captain Walker helped to sell the idea of wireless, but failed to sell either the Marconi system or shares in Marconi’s companies. The Government agreed to pay £10,000 on the estimates for a chain of coastal wireless stations, although it had no clear plan for how to spend it. (Curnow 1963, 54) Poulsen’s arc wireless system was attracting a lot of publicity as a rival to Marconi’s spark system—‘These people are all full of this man’s invention and talk of nothing else!’, an exasperated Walker told his boss in London—and the Australian Government insisted there must be an open tender for any wireless stations it decided to establish. The idea of concealing the whole field of wireless to Marconi forever, or even for the duration of his patents, was troubling to governments and commercial rivals alike. As to the chances of selling Marconi shares in Australia, Walker said ‘although there are a large number of rich men, they would prefer to invest their money in things they understand, and they would regard this as rather too speculative’.

Six months after his demonstration, it was clear that Australian communications policy had hit a roadblock. No decisions would be made about wireless in Australasia before the Colonial
Conference in London the following year. It might be useful for Walker to be there himself when the Australasian leaders he had lobbied arrived. He booked a passage home and, with his technical team, arranged for the storage of the demonstration equipment. Four years later, Marconi’s new Australasian representative had to break in through the window to collect it.24

Walker told the Secretary to the Postmaster-General’s Department he feared Australia’s delays would “not be considered by the Public here or the outside world as in keeping with the splendid progressive traditions of the Australian Colonies”.25 He was frank about the failure of his trip, but he felt the year-and-a-half was not completely wasted. New Zealand Prime Minister Sir Joseph Ward, he said, gave him a verbal promise of a five years’ contract with his government. Australian Prime Minister Deakin had told him “most emphatically that we had distinctly the prior claim for consideration from the Government, and that I might depend upon it that this would be borne in mind by the Government when they came to determine the matter”. At the very least, he said “if I have failed to obtain a contract by my presence and work here, I have certainly made it very difficult for anybody else to, and have succeeded in keeping others away”.26

Australia eventually got a national wireless network – an NWN – but not for another five years, once a Labor Government, led by a Queenslander – Andrew Fisher – was in office. The NWN was established by the government, not the private sector. The first wireless station was in Melbourne. It did not use Marconi’s technology. (Amos 1936) The Italian magician responded in Australia as he did around the world,27 by commencing legal action against the Commonwealth alleging infringement of his patents. Marconi’s got a court order allowing it to enter the government stations to inspect the technology, but before the case could be decided, the government changed.28 Joseph Cook’s incoming Liberal administration made a large payment to Marconi’s and the matter was settled. Then the government changed again. The Queenslander was back in charge, though not for long. Brought down from within his own party, Fisher resigned and headed off to an overseas post. (Day 2008, 347-52)

I could tell a long story about Australian telecommunications, but it may sound like a short story told many times.

NOTE

This is an expanded version of a talk given at the 75th anniversary dinner of the Telecommunications Journal of Australia in Melbourne on 2 August 2010. It draws on material held in The Marconi Archive at the Bodleian Library, University of Oxford and in the Mitchell Library in Sydney.

A cairn beside the sports field near Point Lonsdale now marks the spot where the Parliament went for the wireless demonstration. One of the original Morse Code transmissions across Bass Strait was re-enacted at a centenary celebration in 2006 attended by the Governor of Victoria, local politicians, residents and schoolchildren.
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