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Editorial 

Regulation and Convergence 
 

Leith H. Campbell 
Managing Editor 
 

 

Abstract: This editorial argues from content in this issue that telecommunications regulation 

has not kept pace with convergence of telecommunications and content providers. It suggests 

that the loose co-ordination between regulations and regulators for telecommunications 

services and digital platforms no longer makes technological sense within the converged 

architectures of 5G and 6G.  

In addition, all the published papers, not just those relating to regulation, are briefly described. 

This issue also includes an obituary for John Burke, an influential member of this Journal’s 

Editorial Advisory Board. 

Keywords: Editorial, Regulation, Convergence 

 

Regulatory Proliferation 
In this issue, we return again to the perennial topic of “telecommunications” regulation. (The 

quotation marks are deliberate, as you will see later.) We publish the Charles Todd Oration 

2023, given by Rob Nicholls (2023), who looks, in part, at existing regulatory instruments and 

whether or not they are fit for current purposes. We also include a speech given to TelSoc 

earlier in the year by Cynthia Gebert (2023), the Telecommunications Industry Ombudsman 

(TIO); she argues for more direct regulation of telecommunications in relation to consumer 

issues. And we have a paper by Mark Gregory (2023), who considers that telecommunications 

should be included in the Australian critical infrastructure regime. 

It is worthwhile first to survey the regulators that are currently concerned with 

telecommunications and its uses. In Australia, competition in telecommunications is 

regulated by the general competition regulator, the Australian Competition and Consumer 

Commission (ACCC), with special powers for regulating the telecommunications sector. As the 

TIO points out (Gebert, 2023, p. 139), technical regulation of telecommunications was put in 

http://doi.org/10.18080/jtde.v11n4.914
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the hands of the Australian Communications Authority, which eventually became part of the 

current Australian Communications and Media Authority (ACMA). As a “converged” 

regulator, with responsibility for broadcasting as well as telecommunications, the ACMA also 

regulates content (see, for example, ACMA, 2022). The ACMA may also be given additional 

powers “to combat misinformation and disinformation on digital platforms” (Australian 

Government, 2023). In addition to the TIO, which handles unresolved consumer complaints 

about telecommunications services, there is an eSafety Commission, which “helps remove 

serious online abuse, and illegal and restricted online content” (“What you can report”, n.d.); 

and the Office of the Australian Information Commissioner, whose purpose is “to promote and 

uphold privacy and information access rights” (OAIC, n.d.). And there is regulation, still 

evolving, of “digital platforms” (Wilding, 2021).  

It is likely that telecommunications will be brought under the critical infrastructure regime: 

the earlier exclusion of telecommunications from the regime has been called a “sweetheart 

deal” by the relevant Minister (Mizen et al., 2023). 

This proliferation of regulators — and regulations — comes about for several reasons. It may 

be a need for specific expertise and focus (e.g., competition policy). It may also come about 

from the ongoing identification of new requirements (e.g., online safety). It does suggest, 

however, that there is no overarching theory or practice on how or where regulation should 

reside or by whom it should be enforced. Dedicated expertise may well be required for detailed 

regulation, leading to a proliferation of regulators. At the very least, however, good co-

ordination between regulatory regimes is important and will become more so as greater 

convergence between telecommunications and online service providers continues. 

Convergence and Regulation 
One heading that is notable — for a technologist, at least — in the TIO’s speech is “The Lessons 

Telco Can Offer to Digital Platforms” (Gebert, 2023, p. 146). There is nothing wrong with this 

heading. It indicates the way the government thinks about the underlying issue: there are 

telecommunications operators (“Telco”) and there are digital platforms; and each needs to be 

regulated in its own way. 

From a technological point of view, however, the two topics are intimately interconnected. 

Digital platforms are only useful if they can be communicated with, by telecommunications; 

and a good deal of telecommunications traffic is directed to or from digital platforms. Telcos 

operate their own digital platforms and hope to profit from them. If content from some digital 

platform is to be restricted, the restrictions may well be implemented by a telco or an Internet 

Service Provider (ISP).  

http://doi.org/10.18080/jtde.v11n4.914
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With 5G, the interdependence between telcos and digital platforms becomes even stronger. In 

the 5G architecture (see, for example, Campbell (2021), Figure 2, p. 4, reporting on a speech 

to TelSoc by Bruce Davie), the 5G core network includes a variety of “clouds”; and all “clouds” 

are digital platforms, some or all of which are “digital platforms” in the sense used by 

government. 5G networks do not work without digital platforms. It will probably be a topic of 

future “technical” regulation as to how much the telco-deployed 5G core networks should be 

opened to third-party digital platforms. 

There is a growing convergence between telecommunications and the services provided by 

digital platforms. To those who would argue for a continuing special case for 

telecommunications services, it should be pointed out that much voice and messaging traffic 

is now dependent on digital platforms (e.g. WhatsApp, Skype) – and the distinction will 

become every blurrier as 5G and 6G architectures become bedded down. 

There is a need, then, to seriously consider further convergence of regulation. Just as a 

“converged” regulator once meant combining telecommunications and broadcasting, now a 

converged regulator should consider the whole picture of content, communication, carriage or 

complaint — even critical infrastructure — without historical boundaries getting in the way. It 

is absurd, for example, that content declared restricted or taken down on one digital platform 

should then become accessible on another platform. The solution, if there is an acceptable one, 

lies with both content and carriage working together.  

While Rob Nicholls (2023) has argued that the regulatory instruments for future 

considerations are most likely already in place, the regulatory architecture needs more work 

to make it efficient and fit for purpose in the converged communications world. 

Elsewhere in This Issue 
In this issue, the two papers specifically concerned with regulation are Nicholls (2023), 

published in the Special Interest section, and Gebert (2023) in the Public Policy section. 

Readers should note that these papers, like all others, have been subject to peer review before 

publication. 

There are three papers in the Digital Economy section. Effect of Exchange Rates and 

Information and Communication Technology on Indonesia’s Economic Growth seeks to 

identify the effects of ICT on economic growth within a varying exchange-rate environment. 

Strategies and Challenges of Unified Payment Interface is concerned with the digital 

payments system in India. AI Chatbot Innovation – Leading toward Consumer Satisfaction, 

Electronic Word of Mouth and Continuous Intention in Online Shopping looks at interactions 

between consumers and chatbots. 

http://doi.org/10.18080/jtde.v11n4.914
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In the Telecommunications section, we publish six papers. Building Trust in Telesurgery 

through Blockchain-Based Patient Consent and Surgeon Authentication looks at how 

blockchain technology can be used to support consent in telesurgery. SBM-SA: A Safety 

Beacon Message Separation Algorithm for Privacy Protection in Internet of Vehicles is 

concerned with protecting privacy as motor vehicles communicate with one another. Secure 

Data Sharing in a Cyber-Physical Cloud Environment describes a secure data-sharing 

protocol. CNN-based Occluded Person Re-identification in a Multi Camera Environment 

considers the case of identifying a specific person in a video sequence. We also publish an 

Interview with Teresa Corbin, now Telstra’s Chief Customer Advocate. Finally in the 

Telecommunications section, we have the paper by Mark Gregory (2023) on An Analysis of 

the Optus National Outage and Recommendations for Enhanced Regulation. 

We also have one Discussion paper on Digital Transformation, Social Innovation and the 

Not-For-Profit Sector in Australia. This invites correspondence on the issues raised. 

In the Biography, we publish an obituary for John Burke, Vale John Burke (1942–2023), who 

contributed much to this Journal, to TelSoc (our publisher), and to Australian 

telecommunications. 
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Regulating the New: 

Overland Telegraph to Generative AI 

Charles Todd Oration 2023 
 

Rob Nicholls 
UNSW Business School 
 

 

Abstract: The Charles Todd Oration is an annual event run by TelSoc and is named for Charles 

Todd, the Postmaster-General of South Australia, who was responsible for completing the 

Overland Telegraph Line from Darwin to Adelaide in 1872. The 2023 Oration was delivered in 

Sydney on 12 October 2023 by the author, Rob Nicholls, and was introduced by 

Communications Minister Michelle Rowland MP. The Oration examined the challenge of 

novelty to regulators. It looked at history of regulating innovation, promotion of innovation in 

the context of consumer protection, how regulators can deal with innovation, and minimising 

consumer harm. 

Keywords: competition, co-design, generative artificial intelligence, regulation, 

telecommunications 

Introduction  
This is a (close to) verbatim transcription of the Charles Todd Oration 2023. 

I would like to start by acknowledging the traditional custodians of the land on which we meet, 

the Gadigal people of the Eora nation, and to pay my respects to elders past, present, and 

emerging. I would particularly like to pay my respects to all First Nations Peoples with us 

today. 

Thanks, Minister, for your kind and generous introduction. Actually, I think that I am allowed 

to say “thanks, Michelle”, given the amount of time that we worked together on 

telecommunications regulation at Gilbert + Tobin. I will be discussing some of the lessons 

learned there today. 

My title for today is “Regulating the New: Overland Telegraph to Generative AI”. Rather 

surprisingly, I will actually touch on generative artificial intelligence, rather than just using it 

http://doi.org/10.18080/jtde.v11n4.856
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to persuade you to come along today. I am going to look at this issue in four parts. The first is 

some history of the challenge of novelty for regulators (including when regulation was part of 

ownership). The second is the key issue of jointly promoting innovation and protecting 

consumers. I know, “stifling innovation” is the catch cry of regulatory submissions the world 

over. I should know, I have used it often enough on behalf of clients! However, I am going to 

try to come at the issue as dispassionately as I can. As an academic, I am supposed to be able 

to do that. The third issue is what principles can be used generally by regulators to deal with 

the new. The final part is to consider how regulation and regulators can ensure that these 

technologies are used in a way that harms consumers least. I will let you know now, just in 

case you worry about the time that I am taking, I will spend most of my time on issues one, 

two, and three.  

Some History of the Challenge of Novelty for Regulators 
For many years, the Commonwealth Postmaster General was the owner and regulator of 

communications services (Moyal, 1983). This flows from the Commonwealth’s constitutional 

power. Section 51(v) of the Constitution of Australia Act 1901 (Cth) gives the Australian 

Parliament power to legislate on “postal, telegraphic, telephonic, and other like services”. 

Spectrum management also falls under that power. Last year, Minister Rowland gave her 

oration on the 150th anniversary of the Overland Telegraph for which we honour Todd today 

(Rowland, 2023). Importantly here, this was a quarter of a century before Federation.  

The challenge was one of regulating, owning, and dominating the telegraphy space. Todd’s 

vision may have been to link Australia and England, but he was the Postmaster General of the 

British Colony of South Australia (Livingston, 1997). To be fair, it was a self-governing and 

convict-free colony. However, Todd’s task was to create an overland telegraph system in 

competition with the other Australian colonies (Courtenay, 2023). In particular, it was 

Queensland that wanted to direct traffic through Brisbane in competition with Todd’s 

overland telegraph. Indeed, when Todd was running late and the submarine cable from Java 

had already landed at Darwin, the Queensland Superintendent of Telegraphs called for Todd’s 

project to be scrapped, and for the line from Darwin to connect to the terminal at the remote 

Queensland town of Burketown (Puntis, 2008). Indeed, Burketown had been the original 

proposed termination. I should point out that the Adelaide Evening Journal on Saturday 24 

August 1872 (“History of the Adelaide to London Telegraph,” 1872), expressed undisguised 

glee in its history of the overland line in the role of South Australia compared with Queensland.  

What I argue is that the Overland Telegraph was a state funded project leading, eventually, to 

becoming an asset of the Commonwealth. 

http://doi.org/10.18080/jtde.v11n4.856
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I think that it is also interesting to look at the replacement of the Overland Telegraph. Part of 

that interest is that it involves exclusive patents and a former Australian icon. The technology 

available in Australia for radio in the early 1920s used patents held by Amalgamated Wireless 

Australasia or AWA. For disclosure, I worked for AWA Communications about 30 years ago. 

These intellectual property rights were obtained as a result of the merger of the patent rights 

of the Marconi and Telefunken subsidiaries in Australia in 1913. In order to avoid Australia 

being, as Billy Hughes put it to the Imperial Conference in 1921, “at the end of the line”, the 

Hughes administration entered into an agreement for the supply of communications services 

with AWA. As part of that arrangement, AWA was partially nationalised, with 50% plus one 

share under government control. However, the partial nationalisation was also controversial, 

in that the seven-member board of directors of the new AWA could be appointed on a 4:3 basis 

by the privately held part of AWA. Ultimately, this position was solved when, as Prime 

Minister, Billy Hughes took a seat on the board (Curnow, 1963, p. 88). That is a slightly 

different way in which a shareholder minister can express their statement of expectations. 

The “single hop” link between Australia and the UK was delayed, partly due to British 

intransigence on the form of Imperial communications which, under the Norman scheme, was 

to use a series of relay stations to link the Empire. The Norman scheme was based on a report 

by Sir Henry Norman (“Relays in the Wireless Line,” 1921, p. 5): 

The Committee of the Imperial Conference today discussed a wireless proposal submitted 
by Sir Henry Norman. This provides for an Empire-wide scheme, enabling the Dominions 
and Britain to communicate with each other, but not directly. This plan provides for a two-
thousand-mile radius, meaning that relays are necessary. Mr Hughes bitterly opposed this, 
demanding a direct exchange, if a scheme is to be attempted at all. 

This dispute was ultimately resolved in a variation to the agreement to build the wireless beam 

system in 1927. 

There was a royalty flow described by Solicitor General Garran (Garran et al., 1929, p. 80): 

The company also agrees to make its patent rights available to the Commonwealth free of 
charge for the purpose of the manufacture or use of plant or apparatus to be manufactured 
and used exclusively by the Commonwealth. In return for these concessions the 
Commonwealth agrees to pay to the company 3d. per month in respect of every person 
licensed to listen in under the Wireless Telegraphy Act. 

Of course, the AWA wireless beam service was part of what became part of the Overseas 

Telecommunications Commission, later OTC, along with Cable and Wireless assets, in 1946. 

That is, regulating the new by nationalisation (Given, 2007). 

Turning to more recent times, the deregulatory approach to telecommunications ran from 

1992. It started with the “managed duopoly” of Telstra and Optus for fixed-line services and 

three GSM operators (Vodafone was the addition) in mobile. From 1997, the ACCC was tasked 

with delivering workable competition in an environment with many “natural monopolies” or 

http://doi.org/10.18080/jtde.v11n4.856
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bottlenecks. In 1997, telecommunications sector-specific competition law was introduced as 

Part XIB and Part XIC of what is now the Competition and Consumer Act 2010 (Cth). The 

Telecommunications Act was designed to provide a “light touch” regulatory environment and 

provides for a high degree of self-regulation for the sector (Nicholls, 2017). It has a policy 

objective in section 4 to promote “the greatest practicable use of industry self-regulation”. 

However, it had the “stick” that the regulator (the ACMA) can make binding codes or rules, if 

the self-regulatory regime does not deliver outcomes which are aligned with policy. This is 

known as co-regulation and I will discuss it further shortly. 

The response to the “new” of deregulated telecommunications included two key concepts. The 

first is the “long-term interest of end-users” (LTIE). This is set out in section 152AB(2) of the 

Competition and Consumer Act 2010 (Cth). The objectives of the LTIE are: 

(a) the promotion of competition; 

(b) achieving any-to-any connectivity; and 

(c) encouraging economically efficient use of, and economically efficient investment in, 
infrastructure. 

The ACCC has used a standard approach of regarding competition as the process of rivalry 

between firms, where each market participant is constrained in its price and output decisions 

by the activity of other market participants.  

The second is the concept of access (Nicholls, 2014). There is a right of access to “declared” 

services and access must be provided on non-discriminatory terms and conditions. The ACCC 

is empowered to declare bottleneck services if declaration is in the LTIE. 

However, this liberal co-regulatory market-based approach did not achieve the expected 

outcomes in the fixed sector. Instead, the national broadband network, described eloquently 

by Michelle in last year’s oration was the outcome (Rowland, 2023). Three out of three for 

State ownership as a response to the new. I would have to note that national ownership can 

only be applied domestically. 

So, we have had a look at the historical challenge of novelty for regulators. The next issue is 

promoting innovation and protecting consumers. 

Promoting Innovation and Protecting Consumers 
In any form of regulation there is a balance between promoting innovation and protecting 

consumers. Actually, it is often a balance between not stifling innovation and protecting 

consumers. I guess this is the stage at which to mention stifling of innovation (Lev Aretz & 

Strandburg, 2020). It is a phrase which appears mainly in regulatory submissions. It is also 

true that some of these were drafted by me for clients or reviewed by me at the ACCC. The 

http://doi.org/10.18080/jtde.v11n4.856
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problem in dismissing the risk of stifling innovation is a matter of information asymmetry. Is 

the regulator actually certain that the business is using a rhetorical tool or is it the final cry 

before exit? In either case, it is likely that this balance must be to minimise risk of harms to 

consumers — that is, regulatory intervention will have a consumer protection focus. Of course, 

I should mention that any decent submission will also hint darkly at “unintended 

consequences”. Usually without specifying those consequences. 

I will come to market-based and command and control regulation shortly. In either case, the 

regulatory implementation is likely to fall into one of a number of approaches. This is where 

there is a risk flowing from asking an academic to give an oration. A bit of “Regulation 101” is 

likely to be on the agenda (Baldwin et al., 2011; Baldwin & Cave, 2020; Freiberg, 2017). One 

of my former colleagues asked me before the Oration whether Chat GPT had finished my 

speech yet. Here I will confess that I am using material that has already been presented to 

students! Some of the regulatory approaches are (Coglianese, 2017): 

• Outcome-Based Regulations: Outcomes clearly defined in regulations (the 
“what”) and the regulated parties determine the “how” (Haines & Gurney, 2003). 
Requires measurable and enforceable objectives. 

• Systems-Based Regulations: Regulated parties have methods for 
assessing/managing prescribed risks, through process-oriented specifications for 
rules and system controls designed to meet goals (Behn et al., 2022) 

• Standards and Guidelines: Use of standards can complement legal instruments. 
But requires trustworthy standards bodies. 

• Regulatory co-design: Opportunity to understand and focus on user needs. 
Requires stakeholders to be willing, trusted, and competent (Abbas et al., 2021; 
Avram et al., 2019; Banerjee et al., 2021; Trischler et al., 2018) 

I like the idea of regulatory co-design, when it is done well. Essentially it helps to ensure that 

the regulatory approach keeps its focus on consumers, while being effective for the regulator 

and the regulated. It does take time. However, the time taken will assist in reducing the 

potential for whipsaw regulatory responses. Broadly, the degree of regulatory co-design is 

measured on a spectrum. The International Association for Public Participation or IAP2 has 

produced a model which maps out this spectrum (IAP2 Spectrum, 2023). For the consumer, 

the engagement sits on a scale, which ranges through: 

Inform → consult → involve → collaborate → empower. 

The role of the community in each of these ranges through: 

Listen → contribute → participate → partner → decide. 

Associated with both of these ranges is a set of goals as to why the participation is required 

and a set of promises as to how consumers will be involved. Regulatory co-design is effectively 
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mandated in the energy sector in Australia (AER, 2023). It is just not part of the approach in 

the telecommunications sector. In my view, that is a missed opportunity.  

As I mentioned, we currently have a telecommunications regulatory environment based on co-

regulation. As a former regulator, co-regulation is neither fish nor fowl. From a regulatory 

enforcement perspective, self-regulation looks like the rules set for a club. As long as they are 

not detrimental to consumers and do not discourage entry, they can be safely ignored. 

Regulation flows from legislation and subordinate legislation and can be enforced. Co-

regulation is often code for self-regulation, which is fine if it does not adversely affect 

consumers. When it is enforced regulation, there is often push-back from the regulated, 

arguing that the self-regulatory aspects are sufficient. This is part of the rationale behind the 

Telecommunications Industry Ombudsman, Cynthia Gebert, calling for direct regulation 

(Gebert, 2023) and Nerida O'L0ughlin of the ACMA asking whether co-regulation has had its 

day (O’Loughlin, 2023). 

In the context of dealing with the new, direct regulation is most likely. It seems to me that we 

need to have regulatory co-design as part of a regulatory regime that uses systematic 

regulation, which is outcomes-based. We do not have the option of national ownership. To 

provide improved consumer protection, I am not actually calling for a regulatory nirvana. 

Merely the application of well-understood tools. 

Having looked at some of the issues in that joint task of promoting innovation and protecting 

consumers, I now turn to general regulatory principles in addressing the new. 

General Regulatory Principles in Addressing the New 
I want to briefly divert to discuss the issue of regulatory certainty. Mainly, because there is no 

such thing. The best that any regulator can offer is regulatory predictability, and this is 

probably the best that any regulated entity can expect. I say this in the context of “rule of law”. 

Rule of law means that people in the same circumstances are treated by the law in the same 

way. That is, the operation of the law is predictable. It is not certain. Certainty is an ask that is 

never delivered. On the other hand, regulatory predictability leads to good outcomes for both 

the regulated and the regulator.  

There is a tradition of considering regulatory systems in terms of either market-based or 

“command and control” (Cave, 2013). There are a few reasons why market-based approaches 

have been preferred in the last three decades. The most important of these is the issue of 

information asymmetry. Put simply, the regulated entity is likely to know far more than the 

regulator. Indeed, this is particularly the case in the telecommunications sector, where the 
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ACCC uses recordkeeping rules, and other information provision requirements, to assist to 

understand how the sector functions.  

So why would you choose either market-based or command-and-control regulatory 

approaches? And in the context of regulating the new, which is the right approach (Dunne, 

2015)? 

What are the reasons for market-based regulation? First, it’s efficient. This is partly because 

businesses are allowed to choose the most cost-effective way to comply with the regulations. 

It has a high level of flexibility. Businesses can adjust their behaviour in response to changes 

in the market. After all, that is what business as usual is for businesses. I will also argue that 

market-based regulation can promote innovation. This is because businesses have a financial 

incentive to develop new technologies, if only to allow them to comply with regulations in a 

more cost-effective way. 

On the other hand, there are some negatives to a market-based approach. The first is 

regulatory complexity. Market-based regulation can be complex to design and implement. 

Balancing fairness and effectiveness can create unintended consequences. Sorry, I couldn’t 

help myself here! There are also equity issues. Market-based regulation can be inequitable 

because businesses that are able to afford to comply with the regulations will benefit at the 

expense of businesses that are not able to afford to comply. This compliance cost could well 

include external advisory costs. The last issue is effectiveness. Market-based regulation may 

not be effective in addressing all types of regulatory problem. This is particularly true of 

addressing externalities.   

Well, why would you choose a command-and-control regulatory approach? There are three 

main arguments. The first is that it is effective. It has worked in the past. The second is 

simplicity. Command-and-control regulation is relatively easy to understand and enforce, 

because regulations are specific. The third is predictability. Businesses know what they need 

to do to comply with regulations, and consumers know that they are protected. 

On the other hand, there are some downsides of command and control. Command-and-

control regulation can have high compliance costs and these costs are passed on to consumers. 

Command-and-control regulation is inflexible. It restricts approaches to compliance. The 

third is most critical to this Oration. It adversely affects innovation. For once, I did not claim 

that it stifles innovation! However, businesses are less likely to invest in new technologies if 

they are required to comply with specific standards. 

In the end, the decision is a balance between all of these factors. What is most important is 

that the regulatory approach is consistent and predictable. This means not changing the rules 

part way through.  
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As I have mentioned, the telecommunications sector has primarily been characterised by 

market-based regulation with occasional nationalisation. This can be contrasted with 

broadcasting regulation, which has more command-and-control regulation on the basis that 

it is dealing with a social good.  

As a generalisation, sectors characterised by dynamic efficiencies (rather than productive or 

allocative efficiencies) are best suited to market-based regulation (Decker, 2015). The 

rationale is that they tend to be more innovative. 

In dealing with the new, I think that regulatory settings probably need to consider parallels 

with existing situations. However, there is a significant risk in getting it wrong by defining the 

problem too early. For example, I might have decided, acting reasonably, that in 2007 I would 

consider regulating MySpace. In that year it was registering 320,000 users a day, and had 

overtaken Yahoo! to become the most visited website in the United States. It was owned by 

News Corporation and looked like it was acquiring near monopoly market share. MySpace had 

eclipsed Friendster (yes, I really am that old!) and was not restricted to college students. Using 

a bit of network economics and knowledge of multi-sided markets, I might argue that the 

tipping point had occurred, and that News Corp’s vertical and horizontal integration meant 

that MySpace was going to have monopoly characteristics. I should be thinking about 

providing access to MySpace in some regulatory way. Except, of course, that Facebook 

overtook MySpace in 2008 partly because of News Corp. 

The logical approach to regulation of the new as the new is emerging is by using existing laws 

and regulations. We might fret about the market power of each of the big tech players. I am 

old-fashioned and still use the term GAFAM for Google, Apple, Facebook, Amazon, and 

Microsoft. Of course, Facebook is Meta and Google is Alphabet and Open AI should probably 

be in the mix (unlike X, formerly known as Twitter). But we have mechanisms for dealing with 

market power without new regulation. Australian competition law does not ban or break up 

monopolies. Nor does it prohibit monopoly rents. It does address misuse of market power and 

that, after all, is the likely problem. The misuse-of-market-power provisions were changed five 

years ago, partly to address changing business practices (Kemp, 2017). However, these have 

not been used by the ACCC in the GAFAM context. 

Enough of general regulatory principles in addressing the new. My next and final area is how 

do we do it all in a way that protects consumers. I am also going to finally get to generative AI 

(Artificial Intelligence). 
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Protecting Consumers  
Ultimately, regulation is only required in order to protect some group which would be 

adversely affected in the absence of regulation. Usually, these are consumers. However, they 

may be small businesses and occasionally whole sectors, as in the News Media Bargaining 

Code (Nicholls, 2020, 2021). 

A rush to regulation is required when there are no current tools that can be applied to a 

problem. The heart of the argument that I am making in this Oration is that the absence of 

regulatory tools is incredibly rare. I will take generative AI as an example. There are a few 

potential consumer harms, which flow from the use of generative AI using a chatbot interface, 

such as Chat GPT or Google Bard.  

In relation to text, one key issue is transparency. This is less “why did the gen AI say this?” and 

more “what was the basis of the statement”. In my view, this can be partly addressed by relying 

on the “Model Card” for the generative AI. Each of OpenAI (OpenAI, 2023), Google (Google, 

2023), and Meta, for Llama 2 (Meta, 2023), publish a model card setting out some minimal 

information such as the model’s: 

(a) name and version; 

(b) type; 

(c) inputs and outputs; 

(d) training data; 

(e) evaluation metrics; and 

(f) limitations and biases. 

Why? Because the publication of the model card is at a minimum “conduct in trade or 

commerce” and might rise to be a “representation”. It also sets a reasonable consumer 

expectation of the service. All can be dealt with under the Australian Consumer Law, which is 

Schedule 2 to the Competition and Consumer Act 2010 (Cth) or the Australian Securities and 

Investments Commission Act 2001 (Cth), if required. You will notice that I am comfortable 

with disclaimers as to the risk of hallucination. That is, there is no point trying to regulate that 

which cannot be changed. 

On the other hand, the use of generative AI to produce images which are then used in bullying 

is not a matter where there should not be an immediate response. However, as has already 

been noted by the eSafety Commissioner, Julie Inman-Grant (Office of the eSafety 

Commissioner, 2023), the issue is not so much with the creation of the bullying material than 

with its publication on social media. Part of Meta’s approach to free use of image-creating AI 
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on its platforms is the reduction in potential harm. Taking down harmful material is easier 

when there is a mechanism for the creation of novel but harmless material. 

I will note in passing that Google search appeared to have monopoly characteristics until 

Microsoft Bing Chat included access to GPT 4 at no additional cost, when the Open AI version 

costs $US20 per month. One source, Statistica (2023), suggests that Bing’s share of search has 

risen from 6.8% in May to 9.2% in July as a result of this change. I should also note that other 

statistical sources are not as optimistic for Microsoft, despite its $US10 billion investment in 

Open AI. 

Conclusions 
I hope that I have done as I have promised. I have given a potted history of the challenge of 

novelty for regulators. I have discussed promoting innovation and protecting consumers. I 

have looked at how regulators can deal with the new. I ended by considering how regulation 

and regulators can ensure that novel technologies harm consumers least. 
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Abstract: Foreign exchange rates as well as information and communication technology (ICT) 

are crucial in the global economy. Exchange rates affect trade balance, which influences gross 

domestic product (GDP) and economic growth. ICT also affects economic growth by reducing 

business transaction costs and increasing the income of investors and companies, stimulating 

national income and economic growth. This research examines the effect of exchange rate 

asymmetry and ICT on Indonesian economic growth, using annual time-series data on 

exchange rates, ICT usage (proxied by Internet, telephone, and mobile phone users), and 

economic growth (GDP from 1994 to 2018). The data were analyzed using a non-linear auto-

regressive distributed lag model. The results show that the exchange rate exerts an asymmetric 

effect on long-term economic growth. ICT has short- and long-term positive effects on economic 

growth. According to the findings, the Indonesian government should stabilize the IDR/USD 

exchange rate through monetary policies to encourage economic growth. Monetary policy needs 
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also to support IDR/USD exchange rate appreciation to enhance the trade balance, GDP, and 

economic growth. The economic growth of Indonesia, which is driven by ICT development, still 

needs to be sustained by the government initiating ICT development in cities and rural areas. 

Keywords: Economic growth, exchange rate, exchange rate asymmetry, ICT, NARDL model. 

Introduction 
Foreign currency and information and communication technology (ICT) are vital in the world 

economy. By definition, foreign currency is an instrument of transactions in the real and 

financial trade sectors, meaning that the currency exchange rate is essential in trading 

transactions and activities (Sathiwitayakul & Prasongsukarn, 2011). In comparison, ICT is 

used for sending, storing, creating, sharing, or exchanging information by almost all 

companies to improve and promote product quality and sell goods and services. Also, 

consumers use ICT to find and purchase quality products and conduct transactions online 

(Farhadi et al., 2012). 

Economic growth could be significantly affected by ICT and exchange rates. The influence of 

exchange rates is reflected through the trade channel. According to the traditional theory, 

depreciation in a foreign currency exchange rate (appreciation in a domestic currency 

exchange rate) reduces the trade balance. Contrastingly, an increase in the trade balance 

increases economic growth (Kandil, 2004; Wang, 2009; Saidi et al., 2020; Bao & Le, 2021). 

Furthermore, ICT affects economic growth through its application, facilitating investment by 

individuals and companies. It could reduce transaction and production costs, increasing the 

income earned by investors and companies (Ketteni et al., 2014). Subsequently, such an 

increase ultimately boosts national income and economic growth (Nguyen et al., 2020; Millia 

et al., 2020; Rosnawintang et al., 2021). In addition, ICT skills tend to positively affect 

entrepreneurial intentions (Sreejith & Sreejith, 2023). According to Virasa et al. (2022), the 

process of promoting entrepreneurial intentions leads to business activities, which contributes 

to job creation and economic development, such as growth (Virasa et al., 2022).  

Indonesia is a developing country that adheres to a floating exchange rate system. It adopts a 

monetary policy to develop the economy by stabilizing the domestic currency (IDR) exchange 

rate against foreign currencies, such as the US Dollar. This exchange rate stability is also 

intended to increase economic growth. However, the 1998 Asian financial crisis decreased the 

IDR/USD exchange rate to 10013.62 IDR per 1 USD from 2160.75 IDR per 1 USD in 1994. 

Similarly, economic growth declined to -13.6% from 7.3% in 1994 (Indonesia-Investments, 

2021).  
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The development of modern technology and information in Indonesia began with the launch 

of the Palapa satellite on July 8, 1976, from Cape Kennedy, USA. This satellite technology was 

then used to exchange data and information using the Internet and telephone, starting in 1988 

(Prabowo & Gischa, 2021). The government issued rules to ensure the sustainable 

development and use of ICT by companies and the community (Zakaria, 2021). Subsequently, 

companies-built e-commerce using ICT to launch their business and increase their revenue 

with lower operating costs (Setiawan, 2017). However, ICT infrastructure has not been 

developed evenly, especially in rural areas, making most communities unable to access the 

Internet and telephone. Therefore, this study aimed to evaluate the two government policies 

regarding exchange rate stabilization and ICT development. 

Extensive research has examined the impact of rates on economic growth in various countries. 

Examples include Elbadawi et al. (2012) in Sub-Saharan Africa, Wong (2013) in Malaysia, 

Saidi et al. (2015) in Indonesia, Lee & Yue (2017) in the US, Ribeiro et al. (2020) in 54 nations 

worldwide. The results showed that exchange rates affect economic growth. This is a 

symmetric effect in the economic literature (Shin et al., 2014; Meo et al., 2018; Saidi et al., 

2021; Abbasi & Iqbal, 2021). Research has also shown that exchange rates asymmetrically 

impacted economic growth. For instance, Bahmani-Oskooee & Mohammadian (2016) and 

Farouq & Sambo (2022) found that the exchange rates asymmetrically influenced economic 

growth. However, no research has shown the asymmetrical effect of the exchange rates on 

economic growth in Indonesia. Previous studies only examined the linear or symmetric effect 

of the exchange rate on economic growth. Saidi et al. (2015) and Yuliadi (2020) analyzed the 

effect of the exchange rate and other macroeconomic variables on Indonesia’s economic 

growth using annual data from 2010 to 2016. A panel data model analysis showed that the 

exchange rate affects economic growth. In addition, Yussof & Febrina (2014) discussed the 

effect of the exchange rate on economic growth. The Vector Auto-Regression (VAR) analysis 

of the annual data for 1970–2009 showed that the exchange rate affects economic growth. 

García-Muñiz & Vicente (2014) and Salahuddin & Alam (2016) showed that ICT affects 

economic growth. However, no previous research explored the asymmetric impact of exchange 

rates and ICT on Indonesia’s economic growth. Therefore, this research investigates whether 

the exchange rates have an asymmetric effect on economic growth. Moreover, it examines the 

influence of ICT on Indonesia's economic growth using a Non-Linear Autoregressive 

Distributed Lag (NARDL) model. Therefore, these results could contribute to the literature on 

the influence of exchange rate asymmetry and ICT on economic growth using the NARDL 

model.  

The second part of this paper reviews several empirical and theoretical studies consistent with 

this research, while the third describes the data and analysis methodology. The fourth part 
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presents findings and discusses their analysis, while conclusions and recommendations are 

made in the fifth part. 

Literature Review 

Theory review 

Theories explaining the relationship between exchange rates and economic growth through 

trading channels were stated in the introduction. This subsection presents the theory about 

the asymmetric relationship between the exchange rate and output. It was developed by Kandil 

& Mirzaie (2002) using the theory of rational expectations, as stated by Kandil (2008). In this 

theory, the exchange rate is divided into anticipated and unanticipated exchange rate 

components. Changes in the unanticipated component determine the asymmetrical effect of 

exchange rate on output, divided into two types. These are the effects of positive and negative 

exchange rate shocks, representing the depreciation and appreciation impacts of the domestic 

exchange rate, respectively. The positive shock effect decreases output or economic growth 

through the supply-side impact. 

Theories about the relationship between ICT use and economic growth could be explained 

through Solow’s and endogenous growth theories. According to Solow’s growth theory, ICT 

use is an external factor that encourages economic growth (Solow, 1957). In contrast, the 

endogenous growth theory states ICT use is an internal factor as a production input that 

encourages economic growth (Mankiw, 2007). When ICT is considered a capital factor for 

improving production quality, it generates added value in increasing economic growth (Aghaei 

& Rezagholizadeh, 2017; Bahrini & Qaffas, 2019). 

Empirical review 

The literature shows that the exchange rates’ impact on economic growth is both symmetrical 

and asymmetrical (Shin et al., 2014; Meo et al., 2018). Using annual time series data for the 

1986–2010 period, Basirat et al. (2014) analyzed the effect of fluctuating currencies on 

economic growth in Iran, the Philippines, Colombia, and The Gambia. The panel data model 

results showed that economic growth was affected negatively by the exchange rate 

fluctuations. Furthermore, Habib et al. (2017) examined the influence of exchange rate 

movements on 150 nations’ economic growth after the Bretton Woods period. The research 

used a dynamic panel model test against annual time series data during 1970–2010. The 

results showed that exchange-rate appreciation decreased economic growth. Ha & Hoang 

(2020) tested the effect of exchange rates on economic growth in Asian countries using annual 

panel data from 1994 to 2016. The Generalized Method of Moments (GMM) test showed that 

exchange rates and economic growth moved in the same direction. Moreover, Selimi & Selimi 
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(2017) empirically assessed the exchange-rate impact on Macedonia’s economic growth 

through a VAR review of quarterly data. The findings showed that economic growth was 

positively impacted by the exchange rates between the first quarters of 1998 and 2015.  

Studies have also examined the asymmetrical impact of exchange rates on economic growth. 

For instance, Kandil (2008) analyzed the exchange rate’s asymmetric influence on the 

economic growth of developing nations. The results showed that a depreciating currency 

exchange rate reduced output and economic growth. Similarly, Hussain et al. (2019) found 

that the domestic currency depreciation in Pakistan reduced GDP and economic growth. 

Wesseh & Lin (2018) reviewed the impact of exchange rates on Liberia’s economic growth. 

The VAR analysis of yearly time series data during the 1980–2015 period showed that the 

exchange rates affected economic growth. Specifically, the depreciation of the Liberian 

currency against the US dollar reduced economic growth. Therefore, the exchange rates of the 

Liberian currency asymmetrically affected economic growth. 

The effects of ICT on economic growth in several countries have been documented using panel 

data models. For instance, Amaghionyeodiwe & Annansingh-Jamieson (2017) analyzed the 

effect of ICT, particularly users of the Internet, mobile phones, and fixed subscriptions, on 

economic growth in the Caribbean nations. The research used a panel data model to analyze 

the yearly time series data from 1996 to 2013. The findings showed that ICT positively affected 

economic growth. Furthermore, Asongu & Odhiambo (2019) used panel data from 1980 to 

2014 to examine the impact of ICT on economic growth in 25 of Africa’s Sub-Saharan 

countries. The GMM method indicated that ICT positively impacted economic development. 

Similarly, Solomon & Klyton (2019) applied the GMM estimator to analyze the effect of digital 

technology use by individuals, businesses, and governments on economic growth in 39 African 

countries. The 2012–2016 panel data findings indicated that Internet use positively influenced 

economic growth. Habibi & Zahardast (2020) analyzed time-series data of 24 OECD and ten 

Middle-East nations from 2000 to 2017 to determine the contribution of ICT to economic 

growth. Data analysis using fixed-effect Ordinary Least Squares (OLS) and GMM methods 

indicated ICT positively affects economic growth. Therefore, the research recommended that 

the governments in OECD countries develop investment in ICT infrastructure to promote 

economic growth. 

Arabi & Allah (2017) used an Auto-Regressive Distributed Lag (ARDL) model to investigate 

the impact of ICTs per 100 inhabitants, including fixed telephone lines, mobile phones, and 

Internet users, on Sudan's economic growth. The time-series data analysis between 1980 and 

2024 indicated that ICT affected long- and short-term economic growth. In addition, García 

(2019) used 1990–2014 time-series data to analyze the effect of the Internet, mobile phone, 

computer, fibre optic, and Internet prices on Mexico’s economic growth. Using a simultaneous 
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equation model, the data analysis results showed that the Internet, cell phones, computers, 

and fibre optics positively impact economic growth. In contrast, Internet prices negatively 

influenced economic growth, meaning that the Mexican government should develop 

investment in ICT. 

Data and Methodology 

Data 

This research employed annual time series data for Internet, telephone, and mobile users, as 

well as exchange rates and per capita GDP during the 1994–2018 period. IDR/USD exchange 

rates are a proxy for the exchange rates, while GDP per capita (measured in USD) is a proxy 

for economic growth (see Ramoni-Perazzi & Romero, 2022). The time-series data were 

obtained from the World Bank website. In the data analysis, the notations used are NET for 

Internet users, TEL for telephone users, MOB for mobile phone users, EXC for exchange rates, 

and GRO for economic growth. In this case, the EXC, NET, MOB, TEL, and GRO variables are 

in natural logarithmic forms. 

Methodology 

This research tested the long-term effect of positive shock (PEX) and negative shock (NEX) in 

exchange rates and ICT, comprising Internet, telephone, and mobile phone users, on economic 

growth in Indonesia. The test used the following co-integration regression model and the 

specifications of the long-term model used by Bahmani-Oskooee & Saha (2016) and Hussain 

et al. (2019). 

 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝐶𝐶 + 𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡 + 𝛽𝛽𝑁𝑁𝑃𝑃𝑃𝑃𝑡𝑡 + 𝛾𝛾𝑁𝑁𝑃𝑃𝑁𝑁𝑡𝑡 + 𝜏𝜏𝑀𝑀𝐺𝐺𝑀𝑀𝑡𝑡+𝛿𝛿𝑁𝑁𝑃𝑃𝑇𝑇𝑡𝑡 + 𝜀𝜀𝑡𝑡  (1) 

In equation (1), C, α, β, γ, τ and 𝛿𝛿 are the regression equation’s parameters, assumed to be 

stable between 1994 and 2018. The parameters α, β, γ, τ and 𝛿𝛿 are also called long-run 

coefficients, while εt is an error or residual, identically distributed, independent and 

homoscedastic. Various empirical studies (Arfaoui, 2018; Jalil et al., 2013) sometimes assume 

the error terms, εt, have equal, independent and normal distributions. Furthermore, PEX and 

NEX are partial-sum variables of positive and negative changes in the exchange rates, 

respectively. PEX and NEX state the IDR/USD exchange rate depreciation and appreciation 

variables, respectively (Bahmani-Oskooee & Saha, 2016). In line with this, Kandil (2008) 

named the term “the partial sum of positive and negative changes” with “positive and negative 

shocks in the exchange rate”, respectively. 
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The next equation defines PEX as a positive shock or exchange rate depreciation variable. In 

comparison, NEX is interpreted as a negative shock or an exchange rate appreciation variable. 

They are described in the following. 

 𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡 = ∑ max [∆𝑃𝑃𝑃𝑃𝐶𝐶𝑖𝑖, 0] =𝑡𝑡
𝑖𝑖=1 ∑ max [𝐷𝐷(𝑃𝑃𝑃𝑃𝐶𝐶𝑖𝑖),0]𝑡𝑡

𝑖𝑖=1   

 𝑁𝑁𝑃𝑃𝑃𝑃𝑡𝑡 = ∑ min [∆𝑃𝑃𝑃𝑃𝐶𝐶𝑖𝑖, 0] =𝑡𝑡
𝑖𝑖=1 ∑ min [𝐷𝐷(𝑃𝑃𝑃𝑃𝐶𝐶𝑖𝑖),0]𝑡𝑡

𝑖𝑖=1   

where 𝐷𝐷(𝑃𝑃𝑃𝑃𝐶𝐶𝑖𝑖) = ∆𝑃𝑃𝐶𝐶𝑖𝑖 = 𝑃𝑃𝑃𝑃𝐶𝐶𝑖𝑖 − 𝑃𝑃𝑃𝑃𝐶𝐶𝑖𝑖−1 = 𝑃𝑃𝑃𝑃𝐶𝐶− 𝑃𝑃𝑃𝑃𝐶𝐶(−1), 𝑖𝑖 = 1, 2, … , 𝑡𝑡, is the change in 

the exchange rate.  

All time-series data were transformed into a natural logarithmic form, and expressed with the 

notations NET, MOB, TEL, PEX, NEX, and GRO variables. This natural logarithm 

transformation is useful for eliminating multicollinearity between regressor variables 

(Nachrowi & Usman, 2006; Brooks, 2019).  

The process of checking the multicollinearity assumption, according to the econometric 

literature, can be carried out by two methods, including (1) checking the correlation matrix 

among independent variables. When all correlations between two independent variables are 

less than or equal to 0.8, then there is no multicollinearity in the multiple regression (Gujarati 

& Porter, 2010). The other method (2) is checking the variance inflation factor (VIF) for each 

independent variable. When the VIF value for each independent variable is less than or equal 

to 10, there is no multicollinearity in the multiple regression (Cortinhas & Black, 2012). In this 

research, multicollinearity checking was conducted using the VIF values. 

Equation (1) is a long-run model derived from the NARDL model when PEX, NEX, NET, MOB, 

TEL, and GRO are in equilibrium for the variable positive shock in exchange rates 𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡 =

𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡−1 = ⋯  = 𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡−𝑞𝑞1. The NARDL model with lag lengths p, 𝑞𝑞1, 𝑞𝑞2, 𝑞𝑞3 and 𝑞𝑞4, abbreviated 

as NARDL(𝑝𝑝, 𝑞𝑞1, 𝑞𝑞2, 𝑞𝑞3,𝑞𝑞4 ), are as follows (Shin et al., 2014; Pesaran & Shin, 1999): 

 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡 = 𝐶𝐶0 + ∑ 𝜃𝜃𝑖𝑖𝐺𝐺𝐺𝐺𝐺𝐺(𝑡𝑡−𝑖𝑖) +∑ �𝛼𝛼𝑗𝑗𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡−𝑗𝑗) + 𝛽𝛽𝑗𝑗𝑁𝑁𝑃𝑃𝑃𝑃(𝑡𝑡−𝑘𝑘)� + 𝑞𝑞1
𝑗𝑗=0

𝑝𝑝
𝑖𝑖=1   

 ∑ 𝛾𝛾𝑘𝑘
𝑞𝑞2
𝑘𝑘=0 𝑁𝑁𝑃𝑃𝑁𝑁(𝑡𝑡−𝑘𝑘) + ∑ 𝜏𝜏𝑙𝑙

𝑞𝑞3
𝑙𝑙=0 𝑀𝑀𝐺𝐺𝑀𝑀(𝑡𝑡−𝑙𝑙) + ∑ 𝛿𝛿𝑚𝑚

𝑞𝑞4
𝑚𝑚=0 𝑁𝑁𝑃𝑃𝑇𝑇(𝑡𝑡−𝑚𝑚)+𝜀𝜀1𝑡𝑡  (2) 

where 𝐶𝐶0, 𝜃𝜃𝑖𝑖 (𝑖𝑖 = 1, 2, . . . ,𝑝𝑝), 𝛼𝛼𝑗𝑗 (𝑗𝑗 = 0, 1, … , 𝑞𝑞1), 𝛽𝛽𝑗𝑗 (𝑗𝑗 = 0, 1, … , 𝑞𝑞1), 𝛾𝛾𝑘𝑘 (𝑘𝑘 = 0, 1, … , 𝑞𝑞2), 𝜏𝜏𝑙𝑙 (𝑙𝑙 =

0, 1, … , 𝑞𝑞3) and 𝛿𝛿𝑚𝑚 (𝑚𝑚 = 0, 1, … , 𝑞𝑞4)  are the parameters of  the NARDL model.  

In equilibrium, these parameters with those in equation (1) have a relationship: 

𝐶𝐶 = 𝐶𝐶0
1−∑ 𝜃𝜃𝑖𝑖

𝑝𝑝
𝑖𝑖=1

, 𝛼𝛼 =
∑ 𝛼𝛼𝑗𝑗
𝑞𝑞1
𝑗𝑗=0

1−∑ 𝜃𝜃𝑖𝑖
𝑝𝑝
𝑖𝑖=1

,  𝛽𝛽 =
∑ 𝛽𝛽𝑗𝑗
𝑞𝑞1
𝑗𝑗=0

1−∑ 𝜃𝜃𝑖𝑖
𝑝𝑝
𝑖𝑖=1

, 𝛾𝛾 =
∑ 𝛾𝛾𝑘𝑘
𝑞𝑞2
𝑘𝑘=0

1−∑ 𝜃𝜃𝑖𝑖
𝑝𝑝
𝑖𝑖=1

,   𝜏𝜏 =
∑ 𝜏𝜏𝑙𝑙
𝑞𝑞3
𝑙𝑙=0

1−∑ 𝜃𝜃𝑖𝑖
𝑝𝑝
𝑖𝑖=1

, and 𝛿𝛿 = ∑ 𝛿𝛿𝑚𝑚
𝑞𝑞4
𝑚𝑚=0

1−∑ 𝜃𝜃𝑖𝑖
𝑝𝑝
𝑖𝑖=1

 .  
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Therefore, the model in equation (2) is also referred to as the long-term NARDL model (Ozturk 

& Acaravci, 2010). The residuals 𝜀𝜀1𝑡𝑡 are independent, identically distributed, and 

homoscedastic. 

Several steps were taken to test the long- and short-term impacts of positive and negative 

shocks in exchange rates, the Internet, mobile, and telephone users on economic growth. The 

steps comprised testing variable stationarity, co-integration between variables, estimating 

model parameters, and the residual, and parameter stability requirements. It also examines 

the assumption of multicollinearity among independent variables. 

The first step involved a stationarity test employing the Kwiatkowski, Phillips, Schmidt, and 

Shin (KPSS) test adopted from Kwiatkowski et al. (1992). The hypothesis formula used is 𝐻𝐻0: 

time series is stationary, as opposed to 𝐻𝐻1: time series is not stationary. The test criterion used 

was to accept hypothesis 𝐻𝐻0 when the test statistic value is lower than its critical value at 1%, 

5%, or 10% significance levels. The KPSS test developed by Kwiatkowski et al. (1992) tests the 

stationarity of a time series for a sample of 30 to 500 observations. The KPSS test is stronger 

than the Augmented Dickey-Fuller (ADF) test for a sample with 25 to 100 observations (Shin 

& Schmidt, 1992). Furthermore, Hornok & Larsson (2000) tested the strength of the KPSS 

test for a sample with 10 to 20 observations. The KPSS strength to test the stationarity of a 

time series with a small sample is in line with Kwiatkowski et al. (1992). 

The next stage involved testing for co-integration between the Internet, telephone, mobile, 

positive and negative shock in exchange rates, and economic growth. The time-series data 

comprises three methods for testing cointegration, namely the Engle-Granger two-step, the 

ARDL Bound, and the Johansen tests. The Engle-Granger two-step test is applied to 

econometric models with a single equation, with all variables stationary at first differences and 

integrated with order 1, I(1). The co-integration test is accomplished by evaluating equation 

(1) and constructing (generating) its time-series residuals. When these time-series residuals 

are stationary at the level (a “level” in a time series refers to the overall value of a given variable 

over a period of time) or integrated of order 0, I(0), then all independent variables (PEX, NEX, 

NET, MOB, TEL) are co-integrated and have a long-term relationship with the dependent 

variable (Brook, 2019; Hill et al., 2011). ARDL Bound cointegration test is also applied to a 

single equation, namely the ARDL equation. In this co-integration test, the stationarity of the 

variables involved in the model vary (Pesaran et al., 2001). The Johansen co-integration test, 

which is applied to a system of equations, is generally used in Vector Autoregressive (VAR) 

models (Brook, 2019). This research used the NARDL co-integration test to determine the 

integration order of each variable and the number of equations in the model. 
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The NARDL co-integration test follows the same procedures as the ARDL-bound co-

integration test (Pesaran et al., 2001). All the regressors of the NARDL model must be 

processed I(0) or I(1) to test the co-integration, meaning they must be stationary at the level 

of first difference. A dependent variable could be processed I(0) (Sam et al., 2019). The 

NARDL model for testing cointegration could be: 

𝐷𝐷(𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡) = 𝐶𝐶0 + ∑ 𝜃𝜃𝑖𝑖𝐷𝐷(𝐺𝐺𝐺𝐺𝐺𝐺(𝑡𝑡−𝑖𝑖)) +𝑝𝑝−1
𝑖𝑖=1   

∑ �𝛼𝛼𝑗𝑗𝐷𝐷(𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡−𝑗𝑗)) + 𝛽𝛽𝑗𝑗𝐷𝐷(𝑁𝑁𝑃𝑃𝑃𝑃(𝑡𝑡−𝑘𝑘))� + 𝑞𝑞1−1
𝑗𝑗=0   

∑ 𝛾𝛾𝑘𝑘
𝑞𝑞2−1
𝑘𝑘=0 𝐷𝐷(𝑁𝑁𝑃𝑃𝑁𝑁(𝑡𝑡−𝑘𝑘)) + ∑ 𝜏𝜏𝑙𝑙

𝑞𝑞3−1
𝑙𝑙=0 𝐷𝐷(𝑀𝑀𝐺𝐺𝑀𝑀(𝑡𝑡−𝑙𝑙)) +  

∑ 𝛿𝛿𝑚𝑚
𝑞𝑞4−1
𝑚𝑚=0 𝐷𝐷(𝑁𝑁𝑃𝑃𝑇𝑇(𝑡𝑡−𝑚𝑚)) + 𝜃𝜃1𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 + 𝜃𝜃2𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡−1 +  𝜃𝜃3𝑁𝑁𝑃𝑃𝑃𝑃𝑡𝑡−1 +  

𝜃𝜃4𝑁𝑁𝑃𝑃𝑁𝑁𝑡𝑡−1 + 𝜃𝜃5𝑀𝑀𝐺𝐺𝑀𝑀𝑡𝑡−1 + 𝜃𝜃6𝑁𝑁𝑃𝑃𝑇𝑇(𝑡𝑡−1) + 𝜀𝜀2𝑡𝑡  (3) 

where 𝜃𝜃𝑖𝑖 (𝑖𝑖 = 1, 2, 3, 4, 5, 6) is the regression parameter and 𝜀𝜀2𝑡𝑡 is the residual. Testing was 

performed on the co-integration between a positive and negative shock in the exchange rate, 

the Internet, mobile, telephone, and economic growth in equation (3). The formulated 

hypothesis used is 𝐻𝐻0: 𝜃𝜃1 = 𝜃𝜃2 = 𝜃𝜃3 = 𝜃𝜃4 = 𝜃𝜃5 = 𝜃𝜃6 = 0, where all time-series are not co-

integrated, versus  𝐻𝐻1: 𝜃𝜃1 ≠ 𝜃𝜃2 ≠ 𝜃𝜃3 ≠ 𝜃𝜃4 ≠ 𝜃𝜃5 ≠ 𝜃𝜃6 ≠ 0, with all time-series co-integrated. 

Hypothesis testing used the F-statistic or Wald-statistic, where the criterion rejected the 𝐻𝐻0 

hypothesis when the statistic test of upper bound I(1) exceeded the critical value at the 1%, 5%, 

or 10% significance levels. 

The next stage involved estimating the equation (1) long- and short-term coefficients of the 

error correction model (ECM-ARDL) in equation (4). The ECM-ARDL model modifies 

equation (2) (Heij et al., 2004): 

𝐷𝐷(𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡) = 𝛼𝛼0𝐷𝐷(𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡) + 𝛽𝛽0𝐷𝐷(𝑁𝑁𝑃𝑃𝑃𝑃𝑡𝑡) + 𝛾𝛾0𝐷𝐷(𝑁𝑁𝑃𝑃𝑁𝑁𝑡𝑡) + 𝜏𝜏0𝐷𝐷(𝑀𝑀𝐺𝐺𝑀𝑀𝑡𝑡) + 

𝛿𝛿0𝐷𝐷(𝑁𝑁𝑃𝑃𝑇𝑇𝑡𝑡) + 𝜋𝜋𝑃𝑃𝐶𝐶𝑡𝑡−1 + ∑ 𝜃𝜃𝑖𝑖∗𝐷𝐷(𝐺𝐺𝐺𝐺𝐺𝐺(𝑡𝑡−𝑖𝑖)) +𝑝𝑝−1
𝑖𝑖=1   

∑ �𝛼𝛼𝑗𝑗∗𝐷𝐷(𝑃𝑃𝑃𝑃𝑃𝑃(𝑡𝑡−𝑗𝑗)) + 𝛽𝛽𝑗𝑗
∗𝐷𝐷(𝑁𝑁𝑃𝑃𝑃𝑃(𝑡𝑡−𝑗𝑗))� +           ∑ 𝛾𝛾𝑘𝑘∗

𝑞𝑞2−1
𝑘𝑘=1 𝐷𝐷�𝑁𝑁𝑃𝑃𝑁𝑁(𝑡𝑡−𝑘𝑘)�

𝑞𝑞1−1
𝑗𝑗=1 +  

∑ 𝜏𝜏𝑙𝑙∗
𝑞𝑞3−1
𝑙𝑙=1 𝐷𝐷(𝑀𝑀𝐺𝐺𝑀𝑀(𝑡𝑡−𝑙𝑙)) + ∑ 𝛿𝛿𝑚𝑚

∗𝑞𝑞4−1
𝑚𝑚=1 𝐷𝐷(𝑁𝑁𝑃𝑃𝑇𝑇(𝑡𝑡−𝑙𝑙)) + 𝜀𝜀2𝑡𝑡 (4) 

where 𝜃𝜃𝑖𝑖∗ (𝑖𝑖 = 1, 2, … , 𝑝𝑝 − 1),  𝛼𝛼𝑗𝑗∗  (𝑗𝑗 = 1, 2, … , 𝑞𝑞1 − 1),  𝛽𝛽𝑗𝑗
∗ (𝑘𝑘 = 1, 2, … , 𝑞𝑞1 − 1), 𝛾𝛾𝑘𝑘∗(𝑘𝑘 =

1, 2, … , 𝑞𝑞2 − 1), 𝜏𝜏𝑙𝑙∗ (𝑙𝑙 = 1, 2, … , 𝑞𝑞3 − 1) and  𝛿𝛿𝑚𝑚
∗  (𝑚𝑚 = 1, 2, … , 𝑞𝑞4 − 1) are the parameters. 

𝑃𝑃𝐶𝐶𝑡𝑡−1 is an error correction variable at time (t-1) that satisfies equation (5): 

 𝑃𝑃𝐶𝐶𝑡𝑡−1 = 𝐺𝐺𝐺𝐺𝐺𝐺𝑡𝑡−1 − 𝐶𝐶 − 𝛼𝛼𝑃𝑃𝑃𝑃𝑃𝑃𝑡𝑡−1 − 𝛽𝛽𝑁𝑁𝑃𝑃𝑃𝑃𝑡𝑡−1 − 𝛾𝛾𝑁𝑁𝑃𝑃𝑁𝑁𝑡𝑡−1 − 𝜏𝜏𝑀𝑀𝐺𝐺𝑀𝑀𝑡𝑡−1 − 𝛿𝛿𝑁𝑁𝑃𝑃𝑇𝑇𝑡𝑡−1  (5) 
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When, in equation (1), 𝛼𝛼 ≠ 𝛽𝛽, the test decision is a long-term asymmetric effect of exchange 

rates on economic growth. Conversely, when, in equation (4), 𝛼𝛼0 ≠ 𝛽𝛽0 and 𝛼𝛼𝑗𝑗∗ ≠ 𝛽𝛽𝑗𝑗
∗ (𝑗𝑗 =

1, 2, … , 𝑞𝑞1 − 1), the exchange rates asymmetrically affect economic growth in the short term. 

Equation (4) involves D(PEX), D(NEX), D(NET), D(MOB), and D(TEL) as the regressor or the 

first difference between PEX, NEX, NET, MOB, and TEL variables. This transformation is 

useful for eliminating multicollinearity between regressor variables (Koop, 2006; Gujarati & 

Porter, 2009; Shin et al., 2014). 

The validity of the parameter estimation results in equations (1) and (2) was determined by 

testing the normality, independence, and residual homoscedasticity. The tests used are 

Breusch-Pagan-Godfrey (BPG), Breusch-Godfrey Serial Correlation LM (BGSCLM), and 

Jarque Berra (JB). Furthermore, the stability of equations (1) and (2) regression parameters 

was tested using the CUSUM and CUSUM Square tests (Brown et al., 1975). This research also 

determined the assumption of multicollinearity in equation (1). 

To determine whether the variables PEX, NEX, NET, MOB, and TEL are exogenous (not 

endogenous) variables, the endogeneity test was conducted using the J-statistic test, also 

called the Durbin-Wu-Hausman test. The J-statistic has a Chi-squared distribution with 

degrees of freedom equal to the number of regressors in the regression equation. The 

regression parameter estimation method relating to the endogeneity test is the two-stage least 

square (TSLS) or generalized method of moments (GMM). The hypothesis formulation in the 

J-statistic test is 𝐻𝐻𝑜𝑜: PEX, NEX, NET, MOB, and  TEL are exogenous to GRO; the alternative 

hypothesis is 𝐻𝐻1: PEX, NEX, NET, MOB, and TEL are endogenous (See Davidson & Mackinnon, 

1993; IHS-Markit, 2017). 

Results and Discussion 

Results 

Table 1. Results of the KPSS Test 

Variable 
Level First Difference Result of 

stationary 
test Intercept Intercept 

and trend Intercept Intercept 
and trend 

NET 0.690411** 0.177996** 0.552795 0.173604** I(0) 
TEL 0.414131 0.153211** 0.479141** 0.123060*** I(1) 
MOB 0.693124** 0.201750** 0.731584** 0.155055 I(0) 
PEX 0.610564** 0.150519** 0.284331 0.125285*** I(0) 
NEX 0.659491** 0.167369** 0.311768 0.500000* I(0) 
GRO 0.695133** 0.158790** 0.261538 0.066552 I(0) 

Source: Research finding. 
Note: *, **, *** significant at 1%, 5%, 10%. 

In the ARDL bound cointegration test, one variable must be non-stationary at the second 

difference or process I(2). To ensure this, every variable’s stationarity was first tested using 
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the tests of KPSS, as shown in Table 1. The Internet, mobile, positive and negative shock in the 

exchange rate, and economic growth variables are stationary or integrated of order 0, I(0). In 

contrast, the telephone variable is stationary at the first difference or integrated of order 1, 

I(1). 

This research used the NARDL model with a single equation comprising an integrated variable 

of order 1, I(1), and order 0, I(0). Therefore, the co-integration test between the independent 

and the dependent variables was carried out using the ARDL Bound co-integration test. The 

co-integration test determined the Internet, telephone, mobile, positive and negative shock in 

exchange rates, economic growth, and the NARDL model’s lag length. From the Akaike 

information criterion (AIC), the lag lengths p=3 and 𝑞𝑞1 = 𝑞𝑞2 = 𝑞𝑞3 = 𝑞𝑞4 = 2 were obtained. 

Furthermore, the NARDL(3,2,2,2,2) bound model was used to test for co-integration. The 

calculation of the F-test statistic obtained the F-statistic value of 33.07, compared with the 

critical statistical value of upper bound I(1) of 5.76 at a significance level of 5%. That is, the F-

statistic value is more than the F-critical value. Therefore, there is a long-term relationship 

between a positive and negative shock in exchange rates, the Internet, cell phones, and growth. 

The long- and short-term coefficients in equations (1) and (4) were estimated. Table 2 displays 

the estimates of these coefficients. 

Table 2. Long-Run and Short-Run Coefficients Estimation  

Independent variable  Coefficient t-Statistic P-value 
A. Long-run coefficients, dependent variable: GRO 
PEX -0.876911 -4.972667 0.0156 
NEX 0.858269 1.645616 0.1984 
NET 0.327650 2.602713 0.0802 
MOB 0.416925 4.767840 0.0175 
TEL 0.093102 3.365624 0.0436 

Constant 27.21383 80.76889 0.0000 
B. Short-run coefficients, dependent variable: D(GRO) 
D(GRO(-1)) -0.579886 -8.641749 0.0033 
D(GRO(-2)) -0.037280 -3.645185 0.0356 
D(PEX) -0.773370 -85.39890 0.0000 
D(PEX(-1)) -0.307685 -7.327401 0.0053 
D(NEX) -0.640108 -14.25579 0.0007 
D(NEX(-1)) -1.083090 -10.14017 0.0020 
D(NET) 0.247196 26.01943 0.0001 
D(NET(-1)) 0.083681 8.389286 0.0036 
D(MOB) -0.020380 -1.972867 0.1430 
D(MOB(-1)) -0.043380 -4.463320 0.0209 
D(TEL) 0.067156 13.46396 0.0009 
D(TEL(-1)) 0.024617 4.631077 0.0190 
EC(-1) -0.328114 -26.35249 0.0001 

Source: Research finding. 
Note: P-values of test statistics: BPG, BGSCLM, and JB are 0.38, 0.39, and 0.97, respectively 

Table 2 shows a column containing the variable coefficients and their probability values. These 

coefficients show the multiplier of the independent variables, including positive and negative 
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exchange rate shocks, Internet, mobile, and telephone, to the dependent variable, economic 

growth. Some coefficient signs are positive, while others are negative. If the probability value 

is less than 1%, 5%, or 10% significance level, the positive coefficient indicates the positive 

influence of the independent variable on the dependent variables. In this case, an increase in 

the value of the independent variable increases the dependent variable. In contrast, the 

negative coefficient indicates the negative effect of the independent variable on the dependent 

variables. This means that an increase in the independent variable reduces the value of the 

dependent variable. 

Panel A shows that the PEX coefficient is negative and significant at the 5% significance level 

because p-value=0.0156<5%, while the NEX coefficient is positive and insignificant, because 

p-value=0.1984>5%. The significance of the PEX coefficient economically shows the long-term 

effect of a negative exchange rate shock on economic growth. Furthermore, the different signs 

and values of the two coefficients imply the long-term asymmetric effect of the exchange rate 

on economic growth. Therefore, an increase of positive shock in the IDR/USD exchange rate 

reduces economic growth in the long term. The domestic exchange rate depreciation lowers 

economic growth in the long run. In contrast, the coefficients for the Internet (NET), mobile 

(MOB), and telephone (TEL) variables are positive and significant at 10%, 5%, and 5%, 

respectively, implying the long-term impact of ICT on economic growth. Therefore, increased 

ICT use boosts economic growth in the long run. Panel B shows that positive (PEX) and 

negative (NEX) shocks in exchange rate coefficients at time lag 0 and 1, respectively, are 

different and significant at 1% in the short term. Therefore, economic growth was 

asymmetrically impacted by IDR/USD exchange rate in the short term. The coefficients for 

the NET, MOB, and TEL variables at time lag 0 and 1 are significant, except for the D(MOB) 

variable, indicating ICT’s short-term impact on economic growth. Therefore, the exchange-

rate asymmetry affects economic growth in the short and long term. Furthermore, ICT affects 

economic growth in the short and long term. 

A model requirement test was conducted regarding the completeness of testing the effect of 

positive and negative exchange rate shocks, Internet, mobile, and telephone on economic 

growth. The NARDL(3, 2, 2, 2, 2) model residuals are homoscedastic, independent, and 

normally distributed. The CUSUM and CUSUM Square test trends are shown on the left and 

the right side of Figure 1, respectively. This trend curve is between the two 5% significance 

limit lines, implying the stability of the NARDL(3,2,2,2,2) model parameters. Therefore, the 

stability assumption of the NARDL(3,2,2,2,2) model parameters is fulfilled. 
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Figure 1. The CUSUM and CUSUM Square tests for NARDL(3,2,2,2,2) model parameters 

The VIF for all independent variables (PEX, NEX, ITU, MOB, and TEL) is less than 10, as 

shown in Table 3. This indicates that there is no multicollinearity in model (1). 

Table 3. VIF Estimation Results 

Variable VIF 
PEX 9.00194 
NEX 6.45138 
ITU 7.38713 

MOB 8.00801 
TEL 3.431352 

Discussion  

This research revealed that the exchange rates asymmetrically affected long-term and short-

term economic growth. A positive long-term increase in the IDR/USD rate negatively 

influences economic growth, characterized by a negative and significant positive shock 

coefficient value. Therefore, IDR depreciation reduced Indonesia’s economic growth. A 1% 

increase in the IDR/USD exchange rate causes an 87.69% decrease in economic growth. This 

result is consistent with Kandil (2008), Bahmani-Oskooee & Mohammadian (2016), Wesseh 

& Lin (2018), and Hussain et al. (2019). This contradicts Yussof & Febrina (2014), Saidi et al. 

(2015) and Yuliardi (2020), which showed that the exchange rate affects Indonesia’s economic 

growth symmetrically. Furthermore, these results support the theory on the effect of exchange 

rate asymmetry proposed by Kandil & Mirzaie (2002) and Kandil (2008). The theory states 

that unanticipated domestic exchange rate depreciation reduces economic growth.  

This research found that ICT affected economic growth in the short and long run. The 

coefficients of the Internet, telephone, and mobile phone variables are significantly positive in 

the long term. The results imply that ICT positively influences economic growth. This confirms 

Amagiomyediwe & Annansingh-Jamieson (2017), Asongu & Odhiambo (2019), Solomon & 

Klyton (2019), Habibi & Zahardast (2020), Arabi & Allah (2017) and García (2019). The 

findings on the positive long-term influence of ICT on economic growth support Solow’s and 

endogenous growth theories (Mankiw, 2007). This positive influence is an implication of the 

ICT development policy launched by the Indonesian government. 
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Implications for practice and research 

The findings showed that the Indonesian government should stabilize the IDR/USD exchange 

rate through monetary and fiscal policies to promote economic growth. The monetary and 

fiscal policies should support IDR/USD exchange rate appreciation to increase the trade 

balance, GDP, and economic growth. Monetary policy involves the process of decreasing the 

interest rates to a certain level without causing inflation to exceed the expected rate set by the 

Central Bank. Fiscal policy is the process of increasing exports and decreasing imports of 

goods. Indonesia’s economic growth driven by ICT development still needs sustainability. 

Furthermore, the government should initiate ICT development in cities and rural areas. This 

development also involves the establishment of data and information-access speed.  

The results are expected to contribute to empirical knowledge related to the asymmetric effect 

of exchange rates. It also shows an effect of ICT on economic growth and serves as a reference 

for future research. 

Limitations and avenues for future research 

This research was only conducted in Indonesia using IDR/USD as the currency exchange rate 

proxy. In the foreign exchange market in Indonesia, various currencies are traded in addition 

to the US dollar. Similarly, in international trade activities, currencies from other countries 

are often used instead of the US dollar, which have varying impacts on economic growth. 

Therefore, future investigation could be conducted in Indonesia and other countries on the 

use of different currency exchange rates or indices. Additionally, this research utilized 

telephone, Internet, and mobile phone users as proxies for ICT, which were examined using 

the analysis model. For future research, it is recommended to use an ICT index to avoid 

multicollinearity. 

Conclusion and Recommendations 
Foreign exchange rates and ICT play a vital role in the national economy. A currency forms a 

transaction instrument in international trade’s real, service, and finance sectors. Furthermore, 

ICT is a means of communication between sellers and buyers in economic and business 

activities. This research aimed to determine the asymmetric effect of exchange rates and ICT 

on Indonesia’s economic growth. 

This research used yearly time-series data during the 1994–2018 period to test the asymmetric 

exchange rate and ICT’s impacts on economic growth with the NARDL model. Furthermore, 

the ARDL bound co-integration test determined the long-term impact of positive and negative 

shocks in exchange rates and ICT on economic growth. 
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The co-integration test showed that economic growth, positive and negative shocks in the 

exchange rate, and ICT were co-integrated. The long-term exchange rate positive shocks, 

Internet, mobile, and telephone coefficients are positive and significant. Therefore, the co-

integration test shows a long-term effect of these variables on economic growth. The NARDL 

estimates showed that the exchange rates asymmetrically impact economic growth in the long 

term. Similarly, ICT affects economic growth. The ECM-NARDL estimates showed that 

exchange rates asymmetrically influenced short-term economic growth. ICT also affects 

economic growth in the short term, meaning that the exchange rate affects economic growth 

asymmetrically in the long and short term. Also, ICT affects economic growth in the long and 

short term. These findings could contribute to the economic literature and serve as input for 

the Indonesian government in monetary policy implementation and ICT development. 

The findings imply that the Indonesian government must implement its monetary policy to 

stabilize the IDR exchange rate. Furthermore, ICT should be developed to respond to global 

advances and the increasing demand for its services. 

The proxy for the exchange rate in this research was IDR/USD exchange rates. Therefore, 

future research could use a country’s currency exchange rates against another foreign 

currency. Similarly, the ICT index could be used as a proxy for ICT, and there is a scope to 

research a wider area, such as ASEAN and Asia, by adding the government spending and 

inflation variables. 
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Abstract: The Indian economy is gradually curtailing its overdependence on currency-based 

transactions and thereby moving closer to digital and mobile-based payment transactions. The 

main objective of the paper is to provide an in-depth theoretical understanding of the Unified 

Payments Interface (UPI), its current pace of growth and the possible future penetration based 

on polynomial trendline projection, the possible challenges that limit future penetration, and 

the various strategies to overcome these challenges. The paper used the previous six years’ UPI 

penetration statistics from 2016 to 2017 and established trends using polynomial trendline 

equation for the purpose of anticipating future penetration. The study also used statistics from 

published reports of the Reserve Bank of India (RBI) and the National Payment Corporation of 

India (NPCI) to draw meaningful conclusions on future UPI penetration. The study finds that 

the targeted one billion UPI transactions per day is achievable. The article contributes towards 

applied research by providing a decision-making tool to support policymakers, the government, 

and payment service providers, among others. Strategic applications of this research outcome 

include Unified Dispute and Issue Resolution processes, the RBI’s lapse management, customer 

protection measures, UPI limit management, expansion of  Internet user base and promoting 

digital financial inclusion in India. 

Keywords: Unified Payments Interface, digital payments system, polynomial trendline 

projection 

Introduction 
India is the world leader in terms of the volume of digital transactions, with 48.6 billion in the 

year 2021, has surpassed China by almost three times and is higher than the combined volume 

of digital transactions of the US, UK, Canada, France and Germany (ACI Worldwide & Centre 
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for Economics and Business Research (CEBR), 2022). India’s real-time digital payment 

transactions volume stood at 31.3% of total payment transactions in the year 2021. The 

widespread adoption of digital payments in India benefited consumers and business entities, 

with an estimated cost savings of USD12.6 billion, which was almost .56% of the country’s GDP 

in 2021 (Centre for Economics and Business Research (CEBR), 2022). The CEBR report 

forecast that the contribution of digital payments towards India’s GDP could grow to US45.9 

billion (1.12% of GDP) by 2026. India is the third fastest-growing real-time digital payments 

market in the world economy with a weighted average growth rate of 33.5% annually, behind 

Brazil (56.8%) and Oman (41%). The CEBR report also highlighted the role played by Unified 

Payments Interface (UPI) in facilitating the widespread acceptance of real-time digital 

payments among Indian users. 

Although India is the global leader in real-time digital payments, the currency circulation in 

the Indian economy increased rapidly from USD199.12 billion (16.42lakh crore) (Gochhwal, 

2017) during the time of  demonetisation in November 2016 to USD366.70 billion (30.35lakh 

crore) (RBI, 2022) in October 2022. There was an increased penetration of 85% during the 

period. One of the main objectives of demonetisation was to reduce overdependence on paper 

currency in the Indian economy. However, the data released by the Reserve Bank of India 

(RBI) shows that dependence on paper currency is gradually increasing (RBI, 2022). Since 

overdependence on paper currency is not good for any economy, the RBI and the Indian 

Banking Association (IBA) jointly established the National Payment Corporation of India 

(NPCI) to promote digital payments in India. Since the introduction of the NPCI, the digital 

payments industry in India has undergone rapid growth during the last decade and continues 

this pace of penetration. As part of India’s ‘Digital India’ campaign, the active  Internet-

enabled smartphone user base stands at 829 million (KPMG, 2021) and the total volume of 

digital transactions reached the benchmark level of 72 billion (RBI, 2022) with 64% of these 

transactions conducted through the UPI during the 2021–22 financial year. The high 

smartphone penetration in India is paving way for mobile-based payment systems. Since only 

60% of India’s population use smartphones and the currency circulation in India is still 

consistently increasing, there is still substantial room for further penetration of digital 

payments and the consequent achievement of digital financial inclusion. 

The subsequent sections of this paper shed light on the available literatures relating to the role 

of UPI in facilitating the digital payments system in the Indian economy, the theoretical 

background and the possible penetration of UPI and other digital payment modes. The last 

section of the paper deals with the various strategies to overcome the possible challenges that 

need to be taken by the policymakers for achieving the targeted one billion UPI transactions 

per day by the 2026–27 financial year. 
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Literature Review 
The digital payments system’s adoption of a cashless mode is yet to be widely and successfully 

adopted among consumers in emerging economies. Rahman et al., (2020)  find that Unified 

Theory of Acceptance and Use of Technology (UTAUT2) factors have significant influence on 

the adoption of cashless payments by consumers in developing economies. Shaikh et al. (2017) 

conceptualised a new mobile banking system called Mobile Based Payment System (MBPS) to 

overcome the challenges posed by the existing digital payment modes in developing 

economies, which include lack of convenience, scalability and usability. Pobee et al. (2023) 

studied the moderating effect of taxing the digital payments on the adoption of digital 

payments services in developing economies and found that taxing the digital payments 

services will negatively influence the adoption decision of consumers. The introduction of UPI 

fuelled acceleration and value addition to the existing digital payments sector of the Indian 

economy (Gochhwal, 2017). The UPI was introduced by NPCI and made publicly available 

through its indigenously developed BHIM (Bharat Interface for Money) UPI platform. The 

most widely used digital payment mode at the time of the introduction of UPI were e-wallets. 

The major drawback of digital or e-wallet-based digital payments was that one needed to add 

money to the wallet before making payments with no direct payments from the payer’s bank 

account. The UPI-based payment technology primarily addressed this issue and allowed the 

payer to make payments directly from their bank account, thereby increasing competition in 

the digital payments industry to a cut-throat level (Bagla & Sancheti, 2018). The growth of UPI 

during its initial phase was moderate as there was only one NPCI-backed BHIM (a mobile-

based UPI application) providing UPI services to banking customers in India. The entry of 

third-party application providers to the UPI ecosystem helped the rapid growth of UPI in India 

(Kumar et al., 2022). UPI surpassed all other digital payment modes within three years of its 

official launch in terms of volume and value of transactions (Ahmed & Sur, 2023). 

The existing literature on UPI focuses mainly on UPI theoretical background, various adoption 

determinants of UPI, customer satisfaction and use intention of UPI. Gochhwal (2017) studied 

the theoretical aspect of UPI and highlighted the convenience, cost-effectiveness and security 

of UPI as the key elements that drives users in adopting UPI. Kapur et al. (2020) developed a 

mathematical Bass model and empirically validated the model using the data collected from 

UPI users in India and found that word-of-mouth was the key determinant of UPI adoption in 

India. The UTAUT model and its extended versions are the most widely used models in the 

existing literature for measuring the adoption determinants of UPI (Mallik & Gupta, 2020). 

The study of Mallik & Gupta (2020) found that performance expectancy and perceived security 

were the major influencing factors when adopting UPI by customers. Fahad (2022) also 

studied the various determinants of UPI adoption in India and found that relative advantage, 
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complexity and observability were the key determinants of UPI adoption. The relative 

advantage of UPI over digital wallets,  Internet banking and other digital modes of payments 

attracts more customers towards UPI (Kuriakose et al., 2022; Fahad, 2022). 

While analysing the current literature on UPI, it is evident that it focuses only on the basic 

theoretical background and functioning of UPI, and its various factors of adoption and usage 

using various existing models. There is a gap in the existing literature with regards to the 

measurement of the future penetration level of UPI, identification of the various challenges 

that might prevent future penetration and the strategies that need to be adopted to overcome 

these challenges. Therefore, this study attempts to bridge this gap by incorporating a trendline 

equation using the polynomial trendline method for measuring future penetration of UPI. The 

study also proposes strategies to overcome the possible challenges that might limit the future 

penetration of UPI. 

UPI Theoretical Background 

UPI 

“Unified Payment Interface (UPI) is a single-window mobile payment system introduced by 

the NPCI in 2016 to promote mobile-based payments in India. UPI allows the payer to make 

payment directly to the payee’s UPI-linked bank account without providing any sensitive 

information about the payee such as bank account number, Indian Financial System Code 

(IFSC), account holder’s name, and branch code” (Kuriakose et al., 2022, p.2). UPI’s single-

window mobile platform allows the customer to add multiple bank accounts and thereby 

merge several banking features, seamless fund routing and merchant payments (National 

Payments Corporation of India, 2016). The customer needs to enter only the UPI-registered 

mobile number or the UPI ID or QR code of the recipient to send the money. There are 

currently 358 banks live on UPI in India and 52 banks and 22 third-party players are providing 

their own UPI applications for their customers (National Payments Corporation of India, 

2022b). UPI applications provided by these banks and third-party players can be downloaded 

from the relevant app stores by the users. These applications are developed by Payment 

Service Providers (PSPs), which are considered important players in UPI’s ecosystem. PSPs 

are the entities which are permitted to issue virtual addresses to the users and provide 

payment (credit/debit) services to individuals or entities, and are regulated by the RBI under 

the Payments and Settlement Systems Act, 2007 (BHIM UPI, 2016). PSPs might be banks, 

mobile wallet providers, payment banks, or other third parties registered as PSPs in the RBI. 
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Basic features and unique advantages of UPI 
The need for a new digital payments system arises only when there are shortfalls in the existing 

digital payment modes. The introduction of UPI is also a result of such shortcomings in 

convenience, ease of use, usefulness and affordability of existing digital payment modes. NPCI 

successfully addressed such shortcomings through the introduction of UPI. The basic features 

of UPI make it simple and effective to make mobile-based digital payments and distinguishes 

itself from other payment modes. These features help to increase the UPI adoption level 

among customers: 

• Functions in a mobile platform: Mobile phones are used as the primary device to initiate 

all payments through UPI. UPI-enabled mobile application is installed in the user’s 

personal mobile phone and thereby can add more than one bank account in this 

application and can perform transactions from the required bank account as an option for 

the customer. Increased smartphone penetration in India helps UPI to expand its 

customer base. 

• Multiple payment options available: UPI has the facility to offer multiple payment options 

compared to other digital payment modes. Customers can pay using multiple identifiers of 

the recipient such as the unique virtual address of the recipient, account number with IFSC 

code, mobile number and scanning QR code. This facility in UPI relieves customers from 

entering recipients’ sensitive information when initiating transactions. 

• One-click, two-factor authentication: UPI uses two-factor authentication to safeguard 

customers’ interests and thereby avoid security threats. The first authentication is at the 

time of login to the app. It is either the fingerprint or face ID or password of the mobile 

phone.  The second-factor authentication is the UPI pin at the time of making the payment. 

Since there is a two-factor authentication with UPI, it is considered to be the most secured 

digital payments platform compared to other digital payment modes. 

• ‘Push’ and ‘pull’ based transactions enabled: UPI is the only mobile payment system that 

has the feature to initiate a transaction both from the side of the payer and the payee. A 

transaction that is initiated by the payer is called a push-based transaction and the 

transaction being initiated by the payee to request the payment from the payer is called a 

pull-based transaction. 

• Merchant and end user-friendly: The UPI-based mobile payment system is highly 

merchant user-friendly as it allows the customer to make a payment by scanning the QR 

code displayed at the merchant shop,  Internet, near field communication technology, 

Bluetooth, or any other standard protocol available in the UPI application. 

• Involvement of PSPs: The UPI app that the end customer is using to make their UPI 

payments is developed and provided by PSPs. The PSPs might be a bank, a wallet provider, 
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a payment bank, or any other third-party software provider. The PSPs are given the 

freedom to add more functionality in their app by the RBI and NPCI to meet the customer’s 

growing needs. Since, there are more than 40 PSPs operating under the UPI ecosystem in 

India, they will try to add more improvements to attract more customers to their platforms. 

UPI towards facilitating a digital payments system 
The targeted volume of total retail digital payments transactions for the 2017–18 financial year 

set by India was 25 billion (Balakrishnan, 2017), and currently the total volume of UPI 

transactions alone recorded 45.96 billion for the 2021–22 financial year (National Payments 

Corporation of India, 2022c). UPI has become the frontrunner in the mobile and digital 

payments sector in India and has overtaken all other digital payment modes in terms of 

volume in just two and a half years since its launch. UPI recorded 6.58 billion transactions 

accounting for USD131 billion, averaging about 212 million transactions per day in the month 

of August 2022 (Kashyap, 2022). According to Kashyap (2022), the target volume of UPI 

transactions by the 2026–27 financial year is set at one billion transactions per day which is 

almost five times higher than current levels. UPI has surpassed all other digital payment 

modes such as Immediate Payment Service (IMPS), debit card payments, credit card 

payments, prepaid payment instruments (PPIs), and national electronic fund transfer (NEFT) 

in terms of volume and value of transactions. The total volume of UPI transactions grew from 

17.9 million in the year 2016–17, the launching year, to 45.9 million transactions during the 

2021–22 financial year. The total value of these transactions grew from USD.84 billion to 

USD1.014 trillion (National Payments Corporation of India, 2022c) and 314 banks are live on 

the UPI platform. Table 1 draws the meaningful conclusion that the number of UPI 

transactions grew at an average of 200% annually over the past four years. 

Table 1. UPI growth statistics 

Financial 
year 

Volume of 
transactions 
(in millions) 

Value of 
transactions 
(in billions) 

No. of banks 
live on UPI 

2016–17 17.90 69 44 
2017–18 915.20 1,098 91 
2018–19 5,353.40 8,770 142 
2019–20 12,518.60 21,320 148 
2020–21 22,330.70 41,040 216 
2021–22 45,956.10 84,160 314 

Source: National Payments Corporation of India, Product Statistics (2022c) 

The pace of growth of UPI transactions when compared to other digital payment modes is 

substantially high. The penetration level of UPI in India is facilitating the overall growth of 

digital payments and thereby enriching the reach of digital financial inclusion in India. The 

growth statistics of UPI provided by the NPCI’s Product Statistics report highlighted the active 
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participation of banks when providing UPI services to its users (National Payments 

Corporation of India, 2022c). Banks are making increased efforts to expand the UPI services’ 

reach to more targeted population. The participation of banks increased annually on an 

average of 52% over the past five years. The UPI holds 64% of the total volume of total digital 

payment transactions in India during the 2021–22 financial year (RBI, 2022). The penetration 

statistics of UPI from its month of launch shows UPI is the most influencing and facilitating 

digital payment mode in India’s digital payments industry. 

Methodology 
The polynomial trendline equation method is a statistical method used to analyse and forecast 

trends in data that follow a nonlinear pattern. Polynomial trendline fits data to curves and 

these curves can be used to make projections and predictions about future values based on 

historical data points. It is widely used in existing studies to forecast projections of future 

penetration of various technologies and events based on previous years’ data (Balakrishnan, 

2017; Zhang & Jiang, 2021; Saksono & Fulazzaky, 2020). Balakrishnan (2017) adopted 

polynomial trendline equation to forecast the future penetration of digital payments in India 

and to check whether the targeted 25 billion retail digital payment transactions by 2017 are 

achievable. Other studies by Zhang & Jiang (2021) used a polynomial projection model to 

predict the future COVID-19 cases in China. Hence, polynomial trendline equation method is 

identified as the most suited method for projecting future penetration of UPI and other 

competing digital payment modes in India. Even though the pandemic played a crucial role in 

the increased penetration of UPI during the 2020–21 financial year, the growth rate of UPI 

during the post-pandemic period 2021–22 is more than that of the pandemic period of 2020–

21. So, prediction using polynomial trendline equation is not affected by the growth of UPI 

during the pandemic period. 

Results 
Table 2 shows the pace of growth of UPI in terms of volume compared to other digital payment 

modes. The previous six years’ performance of various types of digital payment modes such as 

IMPS, debit cards, credit cards, PPIs, NEFT, and NACH (National Automated Clearing House) 

are included in the table. The expected projection based on the polynomial trendline is also 

included in the table to understand whether the target of one billion UPI transactions per day 

can be achieved. The data shows that UPI surpassed all other digital payment modes within 

just three years of its official introduction. The weighted average growth rate of UPI comes to 

over 300% annually in terms of transactions. Since the published statistics on the number of 

UPI transactions is available on a monthly and yearly basis, the anticipated average future per-
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day UPI transaction is arrived at by converting the yearly data into per day data. As per the 

polynomial trendline projection, the expected UPI volume after five years will reach 450 

billion transactions, and the per day transaction will be around 1.21 billion. So, the polynomial 

trendline projection indicates that the target of one billion UPI transactions per day can be 

attained within the targeted five years by maintaining the current pace and trend of growth. 

Table 2. Item-based transaction matrix and future projections for the next five years (figures in million) 
Serial 
No. 

Financial 
year IMPS Debit 

card 
Credit 
card PPIs NEFT NACH UPI 

1 2016–17 506.7 2,399.3 1,087.1 1,963.7 1,622.1 2,057.3 17.9 
2 2017–18 1,009.8 3,343.4 1,405.2 3,459 1,946.4 2,503.3 915.2 
3 2018–19 1,752.9 4,414.3 1,762.6 4,604.3 2,318.9 3,035.2 5,353.4 
4 2019–20 2,579.2 5,061.1 2,177.3 5,381.1 2,744.5 1,694.2 12,518.6 
5 2020–21 3,278.3 4,014.6 1,764.1 4,974.3 3,092.8 2,611.1 22,330.7 
6 2021–22 4,662.5 3,938.7 2,239.9 6,581.2 4,040.7 2,951.8 45,956.1 

Trendline-based projection for the next five years 
7 2022–23 5,139.31 4,897.64 2,464.91 7,334.95 4,223.35 2,820.97 98,361.74 
8 2023–24 5,951.05 5,193.57 2,672.2 8,146.67 4,679.28 2,919.68 147,448.16 
9 2024–25 6,762.79 5,489.49 2,879.5 8,958.39 5,135.22 3,018.4 211,571.6 

10 2025–26 7,574.52 5,785.42 3,086.8 9,770.11 5,591.16 3,117.11 318,612.38 
11 2026–27 8,386.26 6,081.34 3,294.1 10,581.83 6,047.1 3,215.82 441,827.67 

Source: Data are drawn from the RBI’s Annual Reports from 2018–19 and 2021–22 (RBI 2021; RBI 
2022) 

 
Figure 1. UPI transaction volume statistics with projections 

Figure 1 shows the historical statistics of UPI volume penetration for the past six years and the 

trendline projection of UPI transaction volume for the next five financial years. The 

projections are based on the polynomial trendline equation as it is the trendline that best fits 
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the projection with an R-square value of 0.9951. The results of the polynomial trendline 

projection show that the UPI volume will reach 450 billion transactions by the end of the 

2026–27 financial year. The target of one billion transactions per day can be achieved within 

the next five years if UPI can maintain its current pace of penetration and through overcoming 

the challenges that limit the growth of UPI in future. 

UPI growth during the pandemic period 

The COVID-19 and associated lockdown paved way for the proliferation of online-based 

transactions (Donthu & Gustafsson, 2020) rather than offline transactions. The pandemic 

restricted people from direct contact with community and induced them to adopt digital 

payments (Allam, 2020). The major share of this opportunity was utilised by UPI payment 

applications, as it is the most advanced and convenient mode of mobile payment. The pace of 

growth of UPI in India during the pandemic was very high compared to other modes of digital 

payments. The main reasons for this rapid growth of UPI in terms of volume and value are 

ease of use of the UPI apps, cost and time effectiveness, promotional offers, and other rewards 

offered by various UPI apps due to heavy competition between them. 

 
Figure 2. UPI transaction surge during pandemic period. Source: National Payments Corporation of India, 
Product Statistics (2022c) 

UPI transactions more than doubled during the pandemic period from one billion in April 

2020 to 2.23 billion in December 2020 (Figure 2). During this period, UPI transactions grew 
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at an average 13.7% monthly. These figures shows that the acceptance and adoption of digital 

payment modes by users rose rapidly during the pandemic period and most users considered 

UPI as their primary digital payment mode. The pandemic added fuel to the pace of growth of 

UPI in India. Demonetisation of higher-value currencies also played a significant role along 

with the pandemic in boosting digital payments in India. But the statistics show that the 

growth rate of UPI after the pandemic period grew at a higher rate than the pandemic period. 

This shows that even though the COVID-19 pandemic accelerated the UPI penetration, the 

impact of the COVID-19 pandemic was limited on the overall penetration of UPI in India. 

Discussion 

Key strategies to strengthen UPI payments 

Identifying the challenges faced by UPI when expanding its user base is important for PSPs 

when framing various strategies to overcome the challenges, which can be segregated into 

internal (infrastructural) challenges and external (accessibility) challenges. The PSPs should 

adopt specific strategies to tackle these internal and external challenges. 

Strategies to overcome infrastructural challenges 
UPI is facing the challenge of an increased failure rate on transactions initiated by customers. 

The technical glitches faced by both private and public sector banks in India are affecting the 

UPI-based payment transactions. There are several reasons that lead to the increased 

transaction failure due to technical glitches such as sudden increased penetration of UPI 

transaction volume over a short span of time, zero income generation to the bank as UPI 

charges no cost for making payments, lack of accountability for the failed transactions and the 

complexity of the UPI payment architecture (PWC, 2020). These challenges will bring down 

the pace of UPI penetration in India. So, it is desirable to adopt strategies to tackle these 

infrastructural challenges: 

• Timely implementation of UDIR: Implementation of Unified Dispute and Issue Resolution 

(UDIR) for the purpose of resolving the complaints and redressals of customers regarding 

payment issues. UDIR is the concept introduced by the RBI in view of increased payment 

failure complaints received from payment customers. It is an automated single window 

redressal system specifically designed to resolve customers’ UPI payment failure 

redressals. It was introduced by the RBI in the year 2020, but it lags in its timely 

implementation. So, the timely and strategic implementation of UDIR is necessary to 

tackle the infrastructural challenge of customer grievance redressal. 

• The RBI’s directions to examine the lapses: the RBI should periodically review the lapses 

by the participating banks in resolving the customer grievances related to UPI 
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transactions. The RBI should also make the participating banks accountable for the 

payment failures due to technical glitches. This helps the RBI to identify the basic causes 

for these technical glitches and to fix these glitches permanently. 

• Strengthening the guidelines for customer protection measures: the RBI should frame and 

periodically update the customer protection guidelines regarding payment grievances in 

line with safeguarding customers’ interests. The guidelines should clearly undermine the 

limit of customers’ liabilities in the event of unauthorised transactions or failed 

transactions. This helps to bring safety and protection to the minds of customers in 

delivering the UPI transactions and thereby increases the pace of UPI penetration.  

• Increasing the transaction limit of UPI: The current UPI daily limit for UPI transactions is 

Indian Rupee (INR) 100,000 (limit changes with the participating banks) and up to 10 

transactions per day. This limits the UPI usage among existing users and thereby compels 

them to adopt other payment mechanisms to transfer higher amounts than the limit. 

Through proper customer protection measures, it is advisable to increase the transaction 

limit of UPI payments to increase the extent of use. 

Strategies to overcome accessibility challenges 
India faces challenges in rural areas regarding  Internet connectivity, digital infrastructure and 

digital literacy. In such areas it is difficult for a digital payments platform to grow as adequate  

Internet connectivity and digital education are necessary for building awareness of the UPI 

apps. PSPs should form appropriate strategies to tackle the accessibility challenges posed by 

UPI in its penetration: 

• Promote  Internet user base: The  Internet user base of India stands at 43% of the total 

population (International Telecommunication Union, 2020) and is expected to reach 900 

million users by the year 2025 (Internet And Mobile Association of India, 2019). The data 

shows more than half of the population is still out of the purview of  Internet use. Since  

Internet participation by users is necessary for the growth of UPI, there should be proper 

infrastructural developments in rural areas for penetrating  Internet users. The UPI user 

base can be improved from the existing level by promoting the  Internet user base in India. 

Increased penetration of an  Internet user base can help in increasing digital payments and 

thereby play a large role in helping the users to manage their personal finances and be 

financially included (RBI, 2020). 

• Promote P2M payments: The peer to merchant (P2M) or person to merchant payments in 

terms of value of transactions was only 22% of total UPI transaction value (National 

Payments Corporation of India, 2022a) during the 2021–22 financial year. But the total 

volume of transactions of P2M and P2P is almost on par with each other. The statistics 

show users are reluctant to make high-value payments to the merchants on their 
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purchases. So, the service providers should encourage the users to make P2M payments 

through more promotional and add-on benefits when making high-value UPI payments to 

merchants. 

Practical Study Implications 
The increased growth and penetration of UPI in India gives the clear indication that it emerged 

as a game changer in the digital payments industry. UPI had already surpassed all other digital 

payment modes in terms of volume and value of transactions in just two and a half years of its 

commencement by NPCI. UPI recorded 45.956 billion transactions worth USD1.014 trillion 

during the 2021–22 financial year, which is substantially ahead of its competitors such as debit 

cards, credit cards, PPIs, and IMPS. The polynomial trendline projection on the projected 

volume of UPI transactions for the next year shows that the India’s targeted volume of one 

billion UPI transactions per day can be achieved by the 2026–27 financial year. This targeted 

volume can be achieved only if UPI can maintain its current pace of penetration. Only 31.3 % 

of total payments were in real-time digital mode during the 2021–22 financial year, and this 

shows that two-thirds of the entire transactions are done through cash payments. Most of the 

population is still out of the purview of UPI payments. So, there is substantial opportunity for 

UPI to expand its user base if it can successfully overcome the infrastructural and accessibility 

challenges. The tech giant Google’s recommendation to the US Federal Reserve to draw 

lessons from India’s successful performance of UPI is an example that the world is 

benchmarking UPI in the mobile payments industry. The exponential innovation, push and 

pull-based mobile transactions, multiple payment options, simplicity and security distinguish 

UPI from other payment modes. By implementing the strategies to overcome the challenges 

such as low penetration of UPI in P2M payments, challenges in  Internet connectivity and lack 

of digital literacy, the UPI can achieve the targeted one billion transactions per day. The Indian 

economy can curtail its overdependence on currency transactions and thereby achieve the goal 

of a transparent economy through digital financial inclusion if the UPI can maintain its current 

pace of growth. 

Conclusion 
The main objective of the study was to have an in-depth theoretical understanding of UPI and 

its current pace of growth based on published UPI statistics by NPCI, and potential future 

penetration based on polynomial trendline projection. The study also discussed possible 

challenges that limit the future penetration of UPI, and the various strategies to overcome 

these challenges. The existing literatures concentrated mainly on the various adoption and 

usage determinants of UPI, and it helped the various PSPs in improving their UPI payment 
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services. But when it comes to the projections based on the previous performance of UPI, the 

existing literature is lacking. The existing literature does not discuss the various challenges 

that limit the UPI growth rate and the various strategies that can be adopted to overcome these 

challenges.  

This paper addresses this gap and introduces new tools for future UPI projection and provides 

various strategies for government and other PSPs in attaining their targeted one billion UPI 

transactions per day by the 2026–27 financial year. The polynomial trendline projection 

anticipates the targeted one billion UPI transactions can be achieved only through maintaining 

the current pace of growth. The current pace of growth can be maintained only through 

overcoming the infrastructural and accessibility challenges posed by UPI in India. The study 

put forward strategies to overcome infrastructural challenges which include timely 

implementation of UDIR, improvements in the current direction mechanism of the RBI in 

figuring out the lapses from the participating banks, periodic updating of guidelines for 

strengthening the customer protection, and increasing the transaction and daily limit of UPI. 

The study also provided strategies to overcome the accessibility challenges posed by UPI 

through increasing the  Internet user base, especially in rural areas of the country and the need 

to promote P2M transactions. The adoption of these strategies by government and PSPs can 

improve the pace of growth of UPI in India and can achieve the targeted one billion UPI 

transactions by the 2026–27 financial year. 
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Abstract: Telesurgery, which enables remote surgical procedures, has the potential to 

revolutionize healthcare by improving access to specialized care and reducing costs. However, 

trust in telesurgery is a major concern for patients and healthcare providers. To address this 

issue, we propose a novel system for building trust in telesurgery through blockchain-based 

patient consent and surgeon authentication. Our system uses a smart contract on the 

blockchain to store patient consent and surgeon authentication data, which is securely verified 

by the telesurgery robot. We present a simulation of our system and evaluate its performance. 

Our results show that our system can authenticate surgeons and grant patient consent quickly 

and securely. This system has the potential to increase trust in telesurgery and promote its 

widespread adoption. 

Keywords: Telesurgery, Security, Blockchain, Authentication. 

Introduction 
The field of healthcare has been revolutionized by recent advances in telemedicine and 

robotics, allowing for remote diagnosis, treatment, and surgery. Telesurgery is an emerging 

field that enables surgeons to perform operations remotely using robotic systems. However, 

telesurgery introduces several security and privacy challenges, including patient consent and 

surgeon authentication. We must ensure that the patient has given informed consent for the 

surgery and that the surgeon is authorized to perform the operation.  

Blockchain technology has shown great potential in addressing these challenges, as it provides 

a secure and transparent platform for recording and verifying transactions. Smart contracts, 

which are self-executing agreements on the blockchain, can be used to automate the consent 

and authorization process, providing a tamper-proof and auditable record of the surgery.  
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In this paper, we present a smart contract-based approach for patient consent and surgeon 

authentication in telesurgery. We propose a design for the smart contract that enables the 

patient to grant or revoke consent for the surgery and allows the surgeon to authenticate 

themselves using their address on the blockchain. We also describe the implementation of a 

remote-control architecture that ensures the surgeon is authorized before gaining control of 

the robot to perform the surgery. Finally, we evaluate the security and privacy of our system 

and compare it with existing approaches. 

Smart contracts introduce a transformative approach to addressing informed patient consent 

by automating the consent process, creating immutable and transparent records, enforcing 

conditional execution, and ensuring real-time verification. These smart contracts enable what 

we refer to as “compliance by design”. In practical terms, smart contracts actively enforce the 

rules and conditions defined within them, such as automating the consent and authorization 

process and ensuring that every step of the surgery aligns with the pre-defined terms. This 

unique capability of smart contracts to actively prevent the surgeon from performing specific 

steps unless authorized is a key differentiator in our approach, streamlining and securing the 

consent process, offering patients greater control and transparency over their healthcare 

decisions, and providing a comprehensive audit trail for healthcare providers, while reducing 

the risk of unauthorized procedures. 

Background 

Blockchain 

Blockchain technology ensures the security and immutability of records through a 

combination of innovative features and mechanisms. These features make it exceptionally 

robust in preventing tampering and ensuring the permanence of data. Here, we delve into key 

aspects of blockchain technology that achieve this. 

1. Decentralization and Consensus Mechanisms: Blockchains operate on a 

decentralized network of nodes, eliminating the need for a central authority. Changes to 

the data are only validated and recorded when a consensus among the network 

participants is reached (Murray, 2019). Various consensus algorithms, such as Proof of 

Work (PoW) and Proof of Stake (PoS), verify the accuracy of transactions and the state of 

the ledger before new blocks are added (Sriman et al., 2021). This consensus mechanism 

ensures that any attempt to tamper with historical data would require an unfeasible 

amount of computational power and network control, making it highly secure against 

manipulation. 
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2. Immutability Through Cryptographic Hashing: Blockchain employs cryptographic 

hashing to secure data. Each block contains a cryptographic hash of the previous block, 

creating a chain. If any data in a block is altered, the hash of that block changes, causing a 

cascading effect, rendering all subsequent blocks invalid (Komalavalli et al., 2020). 

Immutability is further reinforced through the inclusion of timestamps, making it virtually 

impossible to change the order of blocks. 

3. Data Encryption: Modern blockchains often integrate advanced encryption techniques, 

ensuring that data within a block remains confidential and secure (Hassan et al., 2019). 

Even if an attacker gains access to the blockchain, the encryption of the data within each 

block makes it difficult to decipher. Encryption methods like Elliptic Curve Cryptography 

(ECC) are commonly used to secure transaction and identity data (Sammeta & Parthiban, 

2022). 

4. Permissioned vs Permissionless Blockchains: Blockchains can be categorized as 

either permissioned (private) or permissionless (public) (Helliar et al., 2020). 

Permissioned blockchains restrict participation to known and authenticated entities, 

providing tighter control and privacy. In contrast, permissionless blockchains are open to 

anyone. Both types benefit from the immutability and tamper resistance intrinsic to the 

blockchain technology. The choice between these models depends on the specific use case 

and requirements for accessibility, transparency, and control. 

5. Public Ledger Transparency: In the case of public blockchains, all transactions and 

data are transparent and accessible to anyone (Murray, 2019). This transparency enables 

the community to scrutinize the ledger for any inconsistencies or fraudulent activities, 

adding an additional layer of security. Any malicious actor attempting to tamper with 

public blockchain data faces the collective vigilance of network participants. 

In summary, blockchain technology’s robustness against tampering and its ability to maintain 

the permanence of records stem from a combination of factors. These include its decentralized 

and consensus-based structure, cryptographic hashing, data encryption, and the choice 

between permissioned and permissionless models. Such features make blockchain a powerful 

tool in various domains, including healthcare, finance, and supply chain management, where 

data integrity and security are paramount. 

Blockchain in healthcare 

Blockchain technology can revolutionize the healthcare industry by offering secure and 

transparent platforms for sharing and storing sensitive patient data (Tandon et al., 2020). The 

decentralized and tamper-proof nature of blockchain allows for greater security and privacy 

while maintaining transparency and accessibility (Sanda et al., 2022).  
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One of the primary use cases for blockchain in healthcare is to improve the interoperability of 

electronic health records (EHRs) (Hylock & Zeng, 2019). The utilization of blockchain 

technology can enhance the sharing of patient data among various healthcare providers in a 

secure and efficient manner, which can alleviate administrative complexities and ultimately 

improve patient outcomes.  

Another area where blockchain can be applied in healthcare is clinical trials. Clinical trial data 

is often siloed and not easily accessible, leading to slow and inefficient research processes 

(Houston et al., 2018). Blockchain can enable the creation of a secure and transparent 

platform for recording and sharing clinical trial data, allowing for greater collaboration and 

efficiency in the research process.  

In addition, blockchain can also enable secure and transparent supply chain management in 

the pharmaceutical industry. By tracking the entire supply chain of drugs and medical devices 

on a blockchain platform, stakeholders can ensure the authenticity and quality of products 

while reducing the risk of counterfeit or contaminated products (Uddin et al., 2021).  

Although blockchain technology has the potential to bring benefits to the healthcare industry, 

its adoption is limited due to several challenges and limitations. These include regulatory and 

legal barriers, technical complexities, and concerns around scalability and interoperability 

(Wright, 2019; Guo & Yu, 2022).  

The implementation of blockchain in healthcare raises broad policy issues, requiring 

alignment with existing laws and regulations, evaluation of benefits and risks, and measures 

for testing and education. Integration with existing systems and the adoption of a minimal but 

sufficient approach to data on the blockchain are critical. The focus should also be on robust 

security and compliance. Additionally, employing blockchain for patient consent introduces 

specific challenges, including compliance with various jurisdictional laws, like GDPR [General 

Data Protection Regulation, EU] and HIPAA [Health Insurance Portability and Accountability 

Act, US], balancing data privacy and utility, defining a governance model, raising awareness, 

and addressing ethical and social implications. 

Overall, blockchain technology has the potential to transform the healthcare industry by 

enabling secure and transparent platforms for sharing and storing sensitive patient data, 

improving clinical trials, and ensuring the authenticity and quality of drugs and medical 

devices. 

Telesurgery 

Telesurgery is a type of remote surgery that allows surgeons to perform operations on patients 

in different locations using robotic systems (Choi et al., 2018). The aim of telesurgery is to 
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provide patients with access to specialized surgical care, regardless of their geographic 

location, while also reducing healthcare costs and improving surgical outcomes (Mohan et al., 

2021).  

Telesurgery systems typically consist of two main components: a console and a robot (Mohan 

et al., 2021). The surgeon uses the console to remotely control the robot, which is located at 

the patient’s site.  

Telesurgery provides greater precision and control during surgical procedures, which is one of 

its main benefits. The robotic systems used in telesurgery are often more precise and dexterous 

than human hands, allowing for more delicate and complex procedures to be performed 

(Ahmad et al., 2017). Telesurgery also has the benefit of making surgical care more accessible 

to patients who live in rural or underdeveloped locations. With the use of telesurgery, surgeons 

can carry out procedures remotely, reducing the need for patients to travel great distances for 

surgical care and bridging geographic barriers.  

Telesurgery adoption faces several challenges and limitations, such as technical issues like 

latency and connectivity, regulatory and legal barriers, patient safety and data privacy 

concerns, and a demand for specialized training for healthcare professionals (Mohan et al., 

2021; Tamalvanan, 2021). Despite these challenges, telesurgery is an emerging field that holds 

great promise for improving access to surgical care and enhancing surgical outcomes. As 

technology continues to evolve and regulatory frameworks are developed, telesurgery is likely 

to become an increasingly important tool in the delivery of surgical care. 

Smart contracts in healthcare 

Smart contracts are digital contracts that enforce rules and regulations encoded within them, 

automatically executing the agreed-upon terms (Wang et al., 2018). They are typically 

implemented on a blockchain, which provides an immutable ledger and transparent execution 

of the contract code. Smart contracts can enhance transparency, security, and efficiency in 

various healthcare industry sectors (Shah et al., 2020).  

Smart contracts can be utilized in healthcare to enhance the administration of EHRs. Smart 

contracts can enable patients to control access to their EHRs and allow healthcare providers 

to securely and efficiently share patient data across different systems. By providing complete 

and up-to-date medical histories, this can assist in decreasing administrative burdens and 

enhancing patient outcomes for healthcare providers.  

Despite the potential benefits of smart contracts in healthcare, there are also several 

challenges and limitations to their adoption. These include technical complexities, concerns 
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around data privacy and security, and the need for regulatory frameworks to ensure 

compliance with existing laws and regulations (Khan et al., 2021). 

Patient consent in healthcare 

In healthcare, obtaining consent is a basic principle that guarantees patients the right to be 

educated about their medical treatment and make decisions regarding their own health 

management (Pietrzykowski & Smilowska, 2021). Informed consent is typically obtained 

through a process in which a healthcare provider explains the nature of the proposed 

treatment, including the risks and benefits, and obtains the patient’s agreement to proceed. 

The significance of obtaining valid and meaningful consent from patients has gained greater 

recognition in recent years, fuelled by various factors, such as the growth of patient autonomy, 

advances in medical research and technology, and changing legal and ethical standards 

(Simon, 2020).  

Obtaining valid consent can be challenging, and one of the difficulties lies in ensuring that 

patients are provided with sufficient information to make informed decisions (Simon, 2020). 

This can be particularly challenging in complex medical cases, where patients may struggle to 

understand the risks and benefits of different treatment options. To address this, healthcare 

providers are increasingly turning to tools like patient decision aids to support informed 

decision-making.  

Ensuring that patients possess the ability to make decisions regarding their healthcare is 

another obstacle to obtaining valid consent. Patients with cognitive impairments, mental 

health conditions, or other disabilities may have difficulty understanding their treatment 

options and making informed decisions (Glezer et al., 2011). Healthcare providers might need 

to collaborate with family members or other advocates to safeguard the patient’s best interests 

in such situations (Glezer et al., 2011).  

In summary, healthcare providers are recognizing the significance of consent in healthcare as 

it is critical in enabling patients to make informed decisions about their medical treatment. 

Healthcare providers now utilize patient decision aids to support informed decision-making. 

With continued attention and investment in this area, we can work towards a healthcare 

system that fully respects and supports patient autonomy and informed decision-making. 

Method 
The proposed system is a blockchain-based telesurgery system that uses smart contracts to 

manage patient consent and surgeon authentication. The system consists of three 

components: the console, the robot, and the blockchain.  
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Figure 1. Sequence diagram of the proposed system. 

The patient grants consent for the surgery on the blockchain as a smart contract. The smart 

contract contains three primary details, including the patient’s identity, the surgeon’s identity, 

and a validity period for the consent. The identities in this case are the patient’s and the 

surgeon’s addresses on the blockchain.  

Before the remote procedure commences, the patient must authenticate to the robot and then 

select the contract for the surgery they wish to perform. The surgeon then authenticates 

themselves to the robot via the console using their address and private key pair. The robot 

verifies the surgeon’s identity and checks the contract to verify that the surgeon has been 
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granted consent to perform the surgery. If the surgeon is authenticated and has been granted 

consent, the console gains control of the robot, which can then be used to perform the surgery.  

After the surgery is complete, the data is recorded on the blockchain, along with the outcome 

of the surgery and any follow-up care that may be required. The smart contract is then 

finalized, and the patient’s consent is revoked. This ensures that the patient’s privacy and 

security are protected and that they have complete control over their own medical treatment. 

The sequence diagram in Figure 1 details the steps we propose for the system. 

Robot simulation 

While we do not have an actual telesurgery robot, we can simulate the process of the 

telesurgery system to demonstrate its functionality. These actions include granting consent, 

authenticating, and revoking consent; and they do not require robotic movements.  

In our simulation, we use three Linux endpoints, one for the console, the second for the robot, 

and the third for the blockchain. The endpoints each had a total of 8.1 GB of memory, and four 

processor cores with frequency of 3293.725 MHz each. All the components are interconnected, 

as shown in Figure 2. 

 
Figure 2. Network architecture. 

Both the console and the robot are connected to the blockchain for authentication, and 

verification of the terms of the contract. We implemented the Blockchain component using 

the Ethereum blockchain, which is a widely used blockchain platform for developing 

decentralized applications. We compiled the smart contracts with Truffle (v5.8.1), and we used 

the Ganache (v2.7.0) blockchain emulator to simulate the Ethereum network. Ganache 

provides a local blockchain environment for testing, while Truffle provides a suite of tools for 

deploying and managing smart contracts. Both Ganache and Truffle are open-source and well 
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documented, with a large and active community of developers. We simulated the robot and 

the console using the Python programming language. 

Ethereum is a blockchain platform that enables decentralized applications (DApps) through 

self-executing smart contracts (Ethereum, 2022). Ethereum supports multiple programming 

languages, such as Solidity, Vyper, and Serpent, and has a large and active community of 

developers, researchers, and users. Ethereum uses a proof-of-work (PoW) consensus 

mechanism, which secures the network and prevents malicious attacks. However, Ethereum 

grapples with scalability issues, and resource-intensive operations, posing challenges for 

broader adoption (Chen et al., 2020). 

Truffle’s capabilities encompass the following features: automated testing of contracts, 

compatibility with both web and console applications, package management, and network 

management (Verma et al., 2023). Several drawbacks associated with Truffle and Ganache 

include their inability to replicate the primary network comprehensively, particularly 

concerning miners’ behaviour and gas limit. According to Khan et al. (2021), developers can 

use Truffle to test that the smart contract meets specification; however, it cannot help them 

find bugs or vulnerabilities.  

The simulation shows how the blockchain-based system can provide a secure and transparent 

means of managing patient consent and surgeon authorization, while also protecting the 

patient’s privacy and security. 

Implementation and Testing 
In this section, we provide a detailed account of the simulation of the telesurgery system, 

including the development environment, the smart contract implementation, and the 

integration of the various components. We also describe how the telesurgery robot was 

simulated for the purpose of testing the system. Through this section, we aim to provide a 

comprehensive overview of the simulation of the telesurgery system. 

Smart contract implementation 

The smart contract for our telesurgery system was developed using the Solidity programming 

language, which is the primary language used for writing smart contracts on the Ethereum 

blockchain. The contract was designed to manage patient consent and surgeon authorization 

for a telesurgery procedure, and includes functions for granting and revoking consent, as well 

as for authenticating and authorizing the surgeon to gain access to the telesurgery robot.  

The contract includes a consent mapping that maps patient addresses to Boolean values 

indicating whether consent has been granted or revoked. The contract also includes a surgeon 
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mapping that specifies the surgeon’s Ethereum addresses. We show the Solidity 

implementation of the contract in Listing 1. 

Listing 1. Solidity implementation of the smart contract 

pragma solidity ^0.8.0; 
 
contract TelesurgeryConsent { 
    address public patientAddress; 
    address public surgeonAddress; 
    uint public validityPeriod; // in seconds 
    uint public consentTimestamp; // timestamp when consent was signed 
    bool public isConsentSigned; 
     
    constructor(address _patientAddress, address _surgeonAddress, uint 
_validityPeriod) { 
        patientAddress = _patientAddress; 
        surgeonAddress = _surgeonAddress; 
        validityPeriod = _validityPeriod; 
        isConsentSigned = false; 
    } 
     
    function signConsent() public { 
        require(msg.sender == patientAddress, "Only the patient can sign 
the consent"); 
        require(block.timestamp < consentTimestamp + validityPeriod, 
"Consent has expired"); 
        isConsentSigned = true; 
        consentTimestamp = block.timestamp; 
    } 
     
    function revokeConsent() public { 
        require(msg.sender == patientAddress, "Only the patient can 
revoke their consent"); 
        isConsentSigned = false; 
    } 
     
    function getConsentDetails() public view returns (address, address, 
uint, uint, bool) { 
        return (patientAddress, surgeonAddress, validityPeriod, 
consentTimestamp, isConsentSigned); 
    } 
} 

The smart contract was tested extensively using Truffle and the Ganache blockchain emulator. 

Overall, the smart contract implementation provided a secure and efficient mechanism for 

managing patient consent and surgeon authorization in our telesurgery system. We show an 

example of one of the contracts we created in Listing 2. 

Listing 2. Sample contract 

{ 
  "patientAddress": { 
    "name": "patientAddress", 
    "type": "address", 
    "value": "0x52CfF12eae83154..." 
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  }, 
  "surgeonAddress": { 
    "name": "surgeonAddress", 
    "type": "address", 
    "value": "0x76f0961247eF40D..." 
  }, 
  "validityPeriod": { 
    "name": "validityPeriod", 
    "type": "uint", 
    "value": "ea60" 
  }, 
  "consentTimestamp": { 
    "name": "consentTimestamp", 
    "type": "uint", 
    "value": "0" 
  }, 
  "isConsentSigned": { 
    "name": "isConsentSigned", 
    "type": "bool", 
    "value": true 
  } 
} 

The robot  

We simulated the robot using the Python programming language. The robot allows the patient 

to authenticate using their address and private key, and subsequently select a contract to be 

executed.  

The robot is designed to accept a connection from the console that will provide remote control 

of the surgical robot. The connection between the robot and the console is established via a 

socket, and the surgeon is authenticated using their Ethereum address.  

The robot imports the necessary modules, including web3 to interact with Ethereum based 

smart contracts, eth_account to prepare the authentication challenge, json to load the ABI 

(Application Binary Interface) for the smart contract, socket to create a socket connection 

between the robot and the console, and uuid to generate a random challenge for 

authentication. In this context, “challenge” refers to a randomly generated message, typically 

in the form of a string, that is used to verify the identity of the surgeon during the 

authentication process. The actions performed by the robot are highlighted below.  

● The robot authenticates the patient by prompting them to enter their Ethereum address 

and private key. 

● It checks whether the entered private key corresponds to the entered Ethereum address. 

It does this by using the web3.eth.account.from_key() method to generate the 

Ethereum account associated with the provided private key. It then compares the 

lowercase version of the generated account address with the lowercase version of the 
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provided patient address. If the two addresses match, authentication is successful; else the 

authentication fails.  

● If the authentication is successful, the robot retrieves all contracts created by the patient, 

prompts the patient to select a contract, and verifies that the authenticated patient created 

the selected contract.  

● If the contract selection is successful, the robot extracts the surgeon’s address from the 

contract and opens a socket to listen for incoming connections from the console.  

● The robot authenticates the surgeon with the address extracted from the contract when 

the console establishes a network connection. To authenticate the surgeon, the robot 

generates a random challenge, sends it to the console, and waits for a response. Refer to 

the authentication section for more details about the authentication.  

● The robot grants the console remote control if the surgeon is authenticated. It does this by 

setting the value of the remote_control Boolean variable to True.  

● Upon completion of the surgery, the robot disables remote control by setting the value of 

the remote_control Boolean variable to False. The robot also revokes the patient’s 

consent by updating the smart contract to set the value of isConsentSigned to False.  

The console 

The console connects to the robot via a socket connection. The purpose of this simulation is to 

authenticate the surgeon who is operating the robot by verifying their private key. 

● The console starts by importing the required modules, such as socket, web3, and 

eth_account.  

● The console connects to the robot using the socket module and receives a challenge 

message from the robot.  

● The console then prompts the surgeon to enter their private key.  

● The console contains the sign_challenge() function, which takes the challenge 

message and a private key as input, signs the message using the private key, and returns 

the signature in hexadecimal format.  

● The console sends the signed message back to the robot. 

● Finally, it receives the authentication result from the robot.  

Overall, this simulation plays a critical role in the telesurgery robot system’s security by 

verifying the surgeon’s identity before allowing them to operate the robot. 

Authentication 

The Ethereum signed data standard (ERC-191) (Swende & Johnson, 2016) plays a role in 

verifying the identity of the surgeon. The authentication steps are detailed below. 
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1. The robot generates a random challenge and sends it to the console using the socket 

connection. The challenge is a string of the form "Please sign this challenge: " 

+ nonce, where nonce is a random hexadecimal string.  

2. The console receives the challenge and signs it with the private key of the surgeon using 

the web3 library. The signature is a hexadecimal string that is derived from hashing and 

signing the challenge according to the Ethereum signed data standard version 0x45 (E). 

The standard requires hashing the challenge with the prefix "0x19 <0x45 (E)> 

<thereum Signed Message:\n" + len(message) + challenge. The signature 

includes the recovery parameter v to identify the chain on which the transaction is signed. 

The recovery parameter is either 27 or 28 depending on the network (27 for the mainnets 

used in production, and 28 for the testnets used for testing purposes) to ensure that 

transactions are processed on the correct blockchain. The signature also includes the 

components r and s, which are components of the ECDSA signature that are generated by 

the signing algorithm. They are both 256-bit integers that depend on the private key, the 

message (challenge) hash, and a random number. They can be used to verify the signature 

by anyone who knows the public key and the message.  

3. The console sends the signature back to the robot using the socket connection.  

4. The robot receives the signature and verifies it using the web3 library. The verification 

involves recovering the public address of the signer from the signature and the challenge 

according to the Ethereum signed data standard. The standard requires hashing the 

challenge with the same prefix as before and using the recovery parameter v to recover the 

address. The verification also checks if the recovered address matches the expected 

surgeon address.  

5. The robot sends a confirmation or rejection message to the console based on the 

verification result. 

We write the authentication process in more precise terms:  

Let m be the message, k be the private key, H be the keccak256 hash function, and S 
be the ECDSA signing function. Then, the signature sig is:  

sig = S(H(0x19∥E∥H(m)), k)  

where ∥ denotes concatenation, and E is the version byte 0x45. 

To verify the signature sig, we need to recover the public key pk from sig and m, and 
check if it matches the address a derived from k. We can use the ecrecover function 
E to do that:  

pk = E(H(0x19∥E∥H(m)),sig)  

a = H(pk)(12 :)  

where (12 :) denotes taking the last 20 bytes of the hash.  
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If a matches the expected address of the signer, then the signature is valid and 
authenticates the message m.  

Evaluation and Discussion  
To ensure the reliability of our simulated telesurgery robot system, we conducted thorough 

testing and evaluation. We designed a suite of test cases to cover various scenarios, including 

successful and unsuccessful authentication attempts, consent revocation, and remote-control 

requests. Overall, our results suggest that our proposed system can provide secure and 

efficient control of remote surgical robots, while maintaining patient privacy and consent.  

Our simulation consisted of a total of 500 authentication attempts, each using a randomly 

generated challenge message. The average time it took for the console to sign the challenge 

using the surgeon’s private key was 9.89 ms, while the average time it took for the robot to 

verify the signature was 7.21 ms.  

Overall, our system performed well in terms of authentication speed, considering the fact that 

we simulated it with an interpreted program rather than a compiled program, which is much 

faster. The time it took for the surgeon to sign the challenge using their private key was 

relatively fast, indicating that the private key signing process did not significantly slow down 

the authentication process. The time it took for the robot to verify the surgeon’s identity was 

also relatively fast. The authentication process can be optimized by ensuring that the 

communication protocol and the network link between the connected components are fast, 

efficient, and reliable. 

Security and privacy analysis 

While smart contracts on public blockchains like Ethereum provide transparency and 

immutability, they also have the drawback of exposing the transaction data to anyone with 

access to the network. In certain situations, such as in the case of medical data, confidentiality 

is a crucial requirement. To address this concern, we recommend that healthcare providers 

use blockchain platforms that offer confidential smart contracts such as Hyper ledger Fabric 

or R3 Corda. By using a blockchain platform that supports confidential smart contracts, it is 

possible to address the concerns around data confidentiality while still benefiting from the 

transparency and immutability that blockchain technology provides.  

Overall, while the telesurgery system we have designed has the potential to improve patient 

care and provide a secure means of managing patient consent and surgeon authorization, it is 

important to address any potential security and privacy concerns to ensure that the system is 

both safe and effective. 

http://doi.org/10.18080/jtde.v11n4.766


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.766 62 
 

Comparison with existing systems 

The Raven II surgical robot is a popular platform for research in teleoperated surgery (Li et 

al., 2019); however, unlike our simulated telesurgery robot, it does not offer built-in 

authentication mechanisms to ensure the identity of the surgeon operating the robot (Bonaci 

et al., 2015).  

One of the most widely used telesurgery systems is the da Vinci Surgical System, which is a 

robotic surgical system that allows surgeons to perform minimally invasive surgeries (DiMaio 

et al., 2011). Compared to the da Vinci system, our system has the advantage of using a 

blockchain-based smart contract to manage patient consent and surgeon authorization, which 

enhances security and privacy.  

Our telesurgery system has several advantages over existing systems, including improvements 

in security and privacy via decentralized smart contracts, and scalability. 

Conclusion 
Our blockchain-based patient consent and surgeon authentication system has several 

potential advantages over traditional telesurgery systems. First, it provides a tamper-proof 

and transparent way to store and verify authentication data, which can help build trust 

between patients and surgeons. Second, it can potentially reduce the risk of unauthorized 

access to telesurgery systems, as only authenticated surgeons with valid private keys can 

access the system.  

However, there are also several potential limitations to our system. One potential limitation is 

the reliance on blockchain technology, which may be unfamiliar or difficult to implement for 

some healthcare providers. Additionally, our system currently only supports authentication 

based on private key signing, which may not be the most secure or practical method for all 

situations. Finally, our simulation did not include potential network latency or congestion, 

which could impact authentication speed in a real-world telesurgery scenario.  

Overall, our simulation provides a promising proof-of-concept for a blockchain-based patient 

consent and surgeon authentication system for telesurgery. Further research and development 

is needed to address the limitations and potential challenges of such a system, but we believe 

that it has the potential to improve the security and trustworthiness of telesurgery systems in 

the future. 
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Abstract: A safety beacon message (SBM) plays a pivotal role in the Internet of Vehicles (IoV), 

broadcasting crucial events and road conditions to nearby vehicles. Given the sensitive nature 

of the data, such as vehicle identity and location, ensuring privacy is paramount. The 

significance of this research lies in addressing the pressing need for comprehensive privacy 

protection in the IoV, especially as most existing schemes focus on safeguarding either vehicle 

identity or location data during exchanges with core servers. The primary objective of this 

article is to introduce an SBM separation algorithm, termed SBM-SA, designed to holistically 

protect both identity and location data. Utilising correlation analysis, the SBM-SA stands as an 

innovative anonymisation privacy algorithm. Through a simulated IoV environment, the 

accuracy and efficacy of an SBM-SA are meticulously analysed and juxtaposed against 

prevailing privacy protection schemes. The findings underscore the SBM-SA’s potential to 

significantly enhance privacy measures in the IoV. Implications of this research extend to 

shaping future privacy protection strategies of the SBM, emphasising the need for holistic and 

robust solutions in an increasingly interconnected vehicular landscape. 

Keywords: Internet of Vehicles (IoV), privacy protection, safety beacon message (SBM).  
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Introduction 
With the promotion of the concept of Internet of Things (IoT), the technological evolution and 

popularity of the IoT are driving the transformation of traditional vehicle self-organising 

networks in the direction of a connected vehicle network. The development of computing and 

communication technology as well as a connected vehicle network is expected to provide 

enormous commercial and research value. Europe commenced the development of intelligent 

transportation systems (ITS) in the early 1970s and achieved significant advancements in the 

field of road traffic informatics (RTI). Subsequently, numerous projects were implemented 

across Europe to expedite the progression of ITS (Lin et al., 2017). In the following decades, 

ITS has been widely researched and applied, becoming an important research direction and 

development trend in the field of transportation (Qureshi et al., 2013).  

The Internet of Vehicles (IoV) is a network of connected vehicles that can communicate with 

each other and with external systems, such as traffic management centres, to enhance the 

safety and efficiency of transportation. IoV safety-related applications comprise collision 

avoidance systems that leverage sensor data from vehicles to identify possible collisions and 

notify drivers to take evasive measures. Another safety-related application are emergency 

response systems, which can automatically call for help and provide location information in 

the event of an accident. Non-safety-related applications of the IoV include navigation and 

routing systems, which can help drivers find the most efficient route to their destination, 

taking into account real-time traffic data. In addition to safety and non-safety applications, 

there are special types of applications in the IoV called Paid Information Collection (PIC) 

applications. As the IoV increasingly focuses on using data to provide and optimise services, 

people are not willing to share their personal or vehicle privacy information. This greatly limits 

the development of IoV technology. Consequently, IoV service providers are increasingly 

choosing PIC applications, including crowdsourcing and crowdsensing. The IoV is a typical 

application of the IoT in ITS, which refers to a network of information exchange between 

‘people–vehicles–roads–clouds’ according to certain communication protocols and data 

exchange standards. For example, V2V (Vehicle to Vehicle) solves the communication 

problem between vehicles; V2P (Vehicle to Pedestrian) solves the communication problem 

between vehicles and pedestrians; V2I (Vehicle to Infrastructure) solves the communication 

problem between vehicles and roadside infrastructure; and V2N (Vehicle to Network) 

(vehicle–cloud) (Jeong et al., 2021). These network formats are collectively referred to as V2X 

(Vehicle to Everything), and their relationships are shown in Figure 1. 
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Figure 1. V2X architecture 

The architecture of a centralised IoV is depicted in Figure 2, which consists of the core 

network, certification authority (CA), roadside unit (RSU) and vehicle (Kanumalli et al., 

2020). The core network plays an essential role in providing traffic information, services and 

management functions. The CA is responsible for managing and issuing digital certificates to 

authenticate vehicles and other devices as legitimate traffic participants. The RSU, installed 

on the roadside, communicates with vehicles, and provides traffic information and services 

such as traffic conditions, accident reports and road closure information. The vehicle is the 

core component of the IoV, communicating with the core network, CA and RSU to receive 

traffic information and services. The interaction between these components includes the RSU 

accepting vehicle requests and providing information and services to the vehicle, and the core 

network accepting vehicle requests and providing information and services to the vehicle. The 

CA authenticates the vehicle by creating a public key certificate for each vehicle, and the RSU 

obtains public key certificate information from the CA. Through this interaction, the core 

network, CA, RSU and vehicle can achieve more intelligent, efficient and secure urban 

transportation, improving traffic efficiency and safety, and providing a better travel experience 

for drivers and passengers. 

 
Figure 2. Architecture of a centralised IoV 
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During the V2X interaction, a large amount of message data is transmitted, including an 

important message type called a safety beacon message (SBM). An SBM is a communication 

protocol for ITS that aims to improve traffic safety and data exchange rate. It is a short message 

format used to send specific traffic information to vehicles or other devices. An SBM contains 

many different types of information, such as road conditions, vehicle driving status, traffic 

signal status, accident warnings and road closure information. An SBM is transmitted through 

V2V or V2I communication, allowing driving vehicles to automatically receive and process this 

information, better adapting to road conditions and improving traffic safety. An SBM is 

designed to enable different types of vehicles and traffic devices to communicate with each 

other for improved coordination and management. Standardising and promoting SBMs can 

help promote the development and application of ITS, improving safety of urban traffic and 

lower the access threshold of IoV. The SBM uses specific data formats and transmission 

protocols to ensure timely transmission and correct reception of information. These messages 

include vehicle position, speed, acceleration, direction and braking statuses. The SBM can also 

transmit information related to road conditions, traffic flow, accident warnings and other 

safety-related information. In these messages, identity and location information are 

particularly important to the IoV. First, identity information is used to identify the legitimacy 

of participating vehicles in the IoV. Establishing a valid and authorised vehicle identity is 

essential for maintaining the proper functioning of V2V, facilitating legal responsibility 

investigation after traffic accidents.  

 
Figure 3. Components of the SBM 

As shown in Figure 3, the SBM collected by the vehicle is based on location information and 

can be divided into two categories: Location of Vehicle (LV) and Location of the SBM (LS). 

Accurate location information is crucial for V2V to offer high-quality services to users. It is the 

aggregation and continuous exchange of the SBM that ensures that all connected vehicles can 

promptly receive safety data and perceive their surrounding traffic environment, including 

traffic flow, congestion and accidents. At the same time, the SBM can also be integrated with 

other vehicle communication systems and traffic management centre systems to form a 

complete traffic management network, make it easier for drivers or other related personnel to 

understand and use (Li et al., 2018a). SBM is widely used in traffic safety applications in the 
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IoV, including traffic accident warning and avoidance, road traffic information services, and 

vehicle flow control. 

On the other hand, in PIC applications there are privacy leakages before SBM upload. 

Currently, many scholars have studied privacy protection issues in the IoV and proposed 

various privacy protection mechanisms based on anonymity, confusion, fuzziness and 

encryption, etc. However, these privacy protection mechanisms do not consider the 

correlations of time, space and data factors. Privacy concerns arise in PIC applications, as 

sharing personal and local sensor data with others is necessary to create useful services and 

knowledge. For example, the poisson line process algorithm utilises conditional random fields 

(CRFs) to model the spatiotemporal correlations among group sensing data and proposes an 

acceleration algorithm to learn the weakness of correlations, thereby enhancing data 

perception while protecting user privacy through filtering user context (Hou et al., 2022).  

The SBM-SA proposed in this paper is an avant-garde algorithm tailored for privacy 

preservation within the realm of the IoV. This algorithm, underscored by its unique 

application of correlation analysis, stands in contrast to prevailing methodologies. The SBM-

SA is intricately designed to ensure the protection of users’ identities and location privacy, all 

while retaining the comprehensive nature of the data. A salient feature of the SBM-SA is its 

emphasis on vehicle identity and location during SBM data exchange. Ingeniously, the 

algorithm clusters vehicles adhering to predefined criteria, leading to the creation of an 

anonymous group identity (GID). This GID, in essence, acts as a proxy for individual vehicles 

during the SBM data transmission, fulfilling the overarching privacy mandates. This work 

delineates a fresh perspective on IoV privacy challenges, setting it apart from previously 

discussed IoV privacy algorithms. 

Literature Review 
Privacy protection has gained significant attention in IoV research in recent years (Wu et al., 

2020). According to the objectives of privacy protection (PP), it can be divided into three types: 

PP of identity (Liu et al., 2023), PP of location (Babaghayou et al., 2023) and PP of trajectory 

(Jegadeesan et al., 2021). Authentication is crucial in protecting the identity privacy of vehicles 

and receiving data from legitimate vehicles in the IoV. To achieve this, researchers have 

proposed several authentication mechanisms. For example, fog computing technology is used 

for pseudonym management in identity authentication, which enhances the ability of identity 

PP by leveraging the edge computing resources of vehicular networks (Song et al., 2020). 

Although this solution can partially address the security issues in identity authentication, it is 

constrained by the computational capability of edge computing resources, leading to 

performance issues in pseudonym management. Additionally, a decentralised binary 
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lightweight privacy-preserving authentication scheme, called the two-factor lightweight 

privacy-preserving authentication scheme (2FLIP), has been developed for identity 

authentication, which reduces authentication costs and achieves conditional privacy 

protection through a biometric-based binary approach (Nandy et al., 2021). However, the 

security of 2FLIP relies on the unique system key stored by the CA. Another proposed 

authentication protocol is the layered pseudonym authentication protocol, which divides 

pseudonyms into two sub-ranges based on time, primary and secondary pseudonyms, and is 

beneficial in reducing the burden of the IoV system by communicating with fully trusted 

institutions and vehicles (Liu et al., 2023). 

With the rise of location-based services in the IoV, protecting the privacy of vehicle location 

has become a major concern for researchers. For example, one approach to protecting location 

privacy uses the subdivision method (Sadiah et al., 2022). Firstly, an anonymous server 

generates a region unit that covers at least a certain number of users based on their true 

locations. To protect users’ location privacy, an anonymous server calculates the geometric 

centre of the region unit as the anonymous location. This allows users to send or request data 

using the anonymous location instead of their true location. Additionally, the k-anonymity can 

also be achieved by using the micro-aggregation method (Ye et al., 2023). The anonymous 

server sends data of k users together to the core server, resulting in confusion for the core 

server in identifying which data belongs to which user. Therefore, the micro-aggregation 

method only partially satisfies the requirements of location PP. The collection of vehicle 

trajectory data can help alleviate the pressure on the traffic management system in areas such 

as traffic congestion and tracking of offending vehicles. Therefore, research on vehicle 

trajectory PP has received widespread attention. An example of this data collection is the 

homomorphic encryption schemes which are used to achieve trajectory PP through key 

sharing between vehicles (Acar et al., 2018). However, this key-sharing method has limitations 

and can only be applied in environments with high vehicle density. Another example is the use 

of a trajectory privacy strategy with multiple mixed regions (Memon et al., 2018). By 

constantly changing pseudonyms, the pseudonyms cannot be linked, thereby protecting 

vehicle trajectory privacy. Some researchers have also proposed a route reporting scheme with 

privacy protection (Zhang et al., 2020b). The proposed scheme employs both homomorphic 

encryption and error-checking and correction techniques to conceal and combine vehicle 

trajectories. By doing so, it not only ensures the privacy of drivers’ paths but also mitigates 

collusion attacks from potentially malicious vehicles. In addition, according to the 

implementation mechanism of privacy protection, it can be divided into three types: PP of 

anonymity-based, PP of fuzziness-based and PP of encryption-based mechanisms (Garg et al., 

2020). 
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The PP of anonymity-based mechanisms aims to protect the privacy of vehicle users by 

concealing their actual identity or location. To achieve this, k-anonymity technology is often 

employed, which anonymises the user’s identity or location with k-anonymity as the core 

concept (Wang et al., 2022). The maximum entropy principle is used to identify k suitable 

vehicles whose historical request probabilities are closest to that of the real vehicle, thereby 

protecting the privacy of the vehicle’s identity or location. However, PP mechanisms based on 

anonymity typically require a trusted third-party anonymous server (such as a CA). This 

approach is only suitable for centralised applications, and the anonymous server may become 

a bottleneck when there are a large number of users, leading to slow service response times 

and poor user experience. Conversely, when the number of users is small, it may be difficult 

to achieve k anonymisation in a timely manner, rendering the PP of anonymity-based 

mechanism ineffective.  

PP of fuzzy-based mechanisms often modify data attributes to safeguard user privacy. This 

involves using fake data for communication to avoid revealing the user’s actual information. 

Random data perturbation techniques, such as adding random noise to the user’s actual data, 

are commonly used. However, the method based on fuzziness results in significant 

information loss, which seriously affects the quality of service of the vehicular networks. 

Therefore, in practical vehicular network applications, the PP mechanism based on fuzziness 

is generally not used to protect user privacy.  

The PP mechanism based on encryption is an important means of information protection. The 

encryption technologies commonly used include group signatures, bilinear mappings, public 

key infrastructure (PKI) encryption, and elliptic curve encryption; for example, the MixGroup 

method based on combining the mix-zone and group signature technologies (Hou et al., 2021). 

The MixGroup method increases opportunities for anonymous exchanges in the group to 

protect user identity/location privacy. However, the mechanism based on encryption has high 

performance requirements for the user’s terminal device, such as storage and computing 

capabilities. 

With the accelerating evolution of technological revolution and industrial change, the IoV is 

gradually shifting towards a data-centred model. However, relying solely on naturally 

uploaded data from users is far from satisfying the data needs of the IoV. Therefore, the 

current trend in the IoV is towards PICs, such as crowdsourcing (Lin et al., 2020) and 

crowdsensing (Qian et al., 2021), which are popular low-cost methods for collecting SBM data. 

Although these are both PIC applications, they address different IoV scenarios: in IoV 

crowdsourcing applications, vehicles consciously and actively collect SBM data (Li et al., 

2020). The IoV backend publishes crowdsourcing tasks, and voluntary vehicles become 

targeted vehicles to execute the SBM data collection task. Therefore, the crowdsourcing 
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applications of the IoV are targeted towards individual vehicles, without forming a concept of 

groups between vehicles, and do not have high requirements for vehicle density. However, 

crowdsensing applications are an extension of crowdsourcing applications, shifting from 

vehicles taking the initiative to vehicles passively cooperating without awareness. Therefore, 

in IoV crowdsensing applications, a group concept is formed among vehicles, and the vehicle 

group passively cooperates to collect SBM data (Mei et al., 2020). The crowdsensing 

applications in the IoV require a high density of vehicles to participate in the SBM data 

collection task, which requires a large amount of SBM data collection, and the SBM data 

should have a certain correlation to each other. 

The concept of crowdsourcing has been around for a long time, mainly referring to the practice 

of companies or enterprises breaking down a task and assigning it to volunteers, who complete 

the task in a voluntary and self-directed manner (Kietzmann, 2017). Due to its effectiveness 

and scalability as a business model, crowdsourcing has become a powerful tool for collecting 

large amounts of data at a relatively low cost, providing a potential solution to the high cost of 

data collection that has traditionally been a major obstacle. In the crowdsourcing applications 

of the IoV, connected vehicles use smart devices such as high-definition cameras, traffic 

recorders, communication devices and other sensors to execute crowdsourcing tasks. In the 

process of executing crowdsourcing tasks in the IoV, the tasks are first published from the IoV 

backend (central server). Then vehicles voluntarily receive tasks and become targeted vehicles, 

actively collecting specific data related to traffic safety, such as road conditions, traffic 

congestion and accidents. 

Researchers have proposed various methods for crowdsourcing applications of the IoV. For 

example, Wang et al. (2020) used crowdsourcing to fill the gap in the ITS where events cannot 

be captured. By having the driver manually enter basic event information and aggregating it 

with other existing resources (such as TikTok and Twitter), the complete event is formed. The 

aggregation process is completed by the CrowdITS processing server. Finally, the CrowdITS 

processing server pushes events that the driver may be interested in, enhancing the driving 

experience of the ITS. Misra et al. (2014) pointed out that crowdsourcing is widely used to 

collect data from stakeholders, such as crowdsourcing data to solicit feedback on service 

quality and real-time information quality. Metlo et al. (2019) proposed a method for detecting 

and identifying specific vehicles based on crowdsourced data. The crowdsourced data comes 

from location data on vehicles obtained by smartphones. Users can wait for the vehicle they 

want on different routes, thereby tracking the current location of the vehicle and estimating 

the time required for the vehicle to reach their location. Zhang et al. (2020a) used 

crowdsourcing to aggregate data from multiple vehicles. Utilising this data, they detected and 

located potholes on multi-lane roads, improving the accuracy of traffic detection. Ali Sarker et 
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al. (2021) first used crowdsourcing to collect sensor data (such as accelerometers and GPSs) 

from vehicle users’ smartphones. Then, through dynamic time warping technology, they 

automatically processed heterogeneous data such as time deformation, speed and time 

mismatch, thereby improving the accuracy of road monitoring. Yang et al. (2018) used 

crowdsourcing to track the trajectory data of a large number of vehicles. They used a multi-

level strategy and detailed data mining techniques to automatically generate road-based 

intersection maps. 

From the above vehicle network crowdsourcing applications, it could be concluded that 

crowdsourcing is based on the principle of voluntary and active participation of vehicle users 

in collecting data related to a specific task. However, the aggregation of data may potentially 

result in privacy breaches for users. It is only through protecting the privacy of vehicle users 

that these applications can be more actively involved in crowdsourcing tasks and collecting 

relevant data. Therefore, privacy protection in vehicle network crowdsourcing applications 

needs to be further studied in order to promote further development of crowdsourcing 

applications. The advancement of sensors and mobile devices has led to the emergence of 

crowdsensing as a significant technology for gathering and transmitting sensing data (Huang 

et al., 2017; Zappatore et al., 2019). In a crowdsensing system, users utilise handheld devices 

as sensing units and collaborate through mobile networks such as Wi-Fi, 4G, and 5G to collect 

sensing data and complete complex social sensing tasks on a large scale. As a result, 

crowdsensing applications have gained considerable attention in the domain of the IoV (Li et 

al., 2018a). Figure 4 illustrates the architecture of a typical crowdsensing system. In 

crowdsensing-based IoV applications, data perception and transmission are achieved through 

the intelligent terminals of vehicles or vehicle users, to obtain various information required 

for traffic management in a low-cost, fast and simple way; for example, social media analysis 

(El Khatib et al., 2019), fine-grained air pollution monitoring (Liu et al., 2016), urban 

environment monitoring (Nandy et al., 2021), and road traffic data collection, etc. 

Corresponding measures are then taken based on the content of this information to address 

potential traffic management issues. 

 
Figure 4. Workflow of crowdsensing system 
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To encourage more users to accept crowdsensing applications, scholars have also studied 

many incentive mechanisms in crowdsensing systems, such as discrete crowdsensing 

incentive mechanisms (Liu et al., 2020), trust-based incentive mechanisms based on reverse 

auctions (Zhang et al., 2022), and offline and online incentive mechanisms for fair task 

scheduling (Capponi et al., 2019). While incentive mechanisms have boosted users’ 

enthusiasm for crowdsensing and expanded the range of potential applications, more users 

are now aware of the importance of protecting their personal data and are unwilling to 

participate in crowdsensing tasks due to privacy concerns. Moreover, the main feature of 

crowdsensing is the passive involvement of users. Such as users only need to have their 

smartphones activated, but they may not have complete knowledge of when and what data is 

being transmitted. The collected sensing data has a large scale and is related to time, space 

and content. Therefore, the privacy protection of users is worthy of research and discussion 

concerning crowdsensing applications in the IoV. 

Comparison of existing work 

In order to determine appropriate proposed methods, it is necessary to collect and compare 

previous related work. Table 1 summarises the privacy issues in SBM generation due to the 

inclusion of user location, identity and other information. Many researchers have studied 

privacy protection in the IoV (Kim et al., 2022; Xiong et al., 2019) and proposed various 

privacy protection mechanisms, including anonymity-based, obfuscation-based, fuzziness-

based and cryptography-based mechanisms. However, these privacy protection mechanisms 

do not consider the correlation of time, space and data, but simply encrypt or anonymise the 

data itself. For example, obfuscation-based mechanisms may destroy the semantic 

information of the data, reduce its comparability, and lead to irreversible obfuscation in the 

obfuscation process. In the IoV scenario, personal and local sensing data need to be shared 

with others to generate valuable knowledge and services, which raises concerns about user 

privacy. Gao et al. (2022) proposed a novel trajectory obfuscation algorithm that can 

effectively hide user location information while maintaining data quality and task completion 

rates. The algorithm divides the user’s trajectory into multiple segments and generates some 

fake trajectory segments in each segment, which are mixed with the real ones to prevent 

attackers from determining the user’s real location. 

However, trajectory obfuscation may affect the accuracy and integrity of data, as fake 

trajectory segments may introduce noise or interfere with real data. Zhang et al. (2021) 

proposed using geometric range query technology to transform the task recommendation 

process into finding suitable participants within a geometric range to protect user location 

privacy. The algorithm first transforms user location information into discrete grid points and 
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then converts the task range into grid point ranges. Next, the algorithm uses geometric range 

query technology to search for suitable participants within the grid point range, avoiding direct 

exposure of user location information. The algorithm also uses some privacy protection 

strategies, such as adding noise to query results and limiting query frequency. However, 

converting user location and task range into grid points may introduce some discretisation 

errors, leading to less accurate recommendations. At the same time, geometric range queries 

require significant computational resources and time, which may affect application 

performance and response time. An algorithm for task allocation was proposed by Qian et al. 

(2021), which not only optimises task allocation in vehicle-based crowdsensing applications 

but also ensures PP of location and level of service provided. The algorithm treats participants 

and tasks in the sensing network as a bipartite graph and uses participants’ location privacy 

and service quality as optimisation objectives and constraints, respectively. The algorithm 

then uses linear programming techniques to optimise the objective function and constraints 

to obtain the optimal task allocation algorithm while meeting location privacy and service 

quality requirements. However, the algorithm only considers location PP and does not 

consider other types of privacy protection, such as identity and behavioural privacy. At the 

same time, some researchers have proposed privacy protection strategies for crowdsourcing 

applications. For example, Zhang et al. (2020a) introduced a decentralised spatial 

crowdsourcing method for location PP in the IoV. This method aims to protect the location 

privacy of vehicles through decentralisation, while achieving effective spatial crowdsourcing 

task allocation and data collection. By adopting differential privacy-based data processing 

techniques, this method ensures that vehicle location information is not leaked, while 

achieving efficient task allocation and result verification. Liu et al. (2022) proposed a privacy 

protection solution based on data aggregation and batch authentication. By aggregating data, 

the exposure of individual data is reduced, and batch authentication is used to improve data 

credibility and processing speed. While protecting data privacy, this method takes into account 

system processing speed and performance, verifying its effectiveness and feasibility. This 

solution can be applied to various data-intensive application scenarios, providing a feasible 

method for privacy protection. 

In the rapidly evolving domain of the IoV, a myriad of research has been dedicated to 

enhancing the privacy of vehicular communications. For instance, Xiong et al. (2019) delved 

into the balance of accuracy and privacy, underscoring the complexities inherent in mobile 

crowdsensing. While their insights are invaluable, they predominantly cater to specific IoV 

scenarios, leaving a broader array of challenges unaddressed. On a similar note, Babaghayou 

et al. (2023) and Benarous & Kadri (2022) have made significant strides in location privacy. 

However, their investigations are largely centred on specific techniques like geometric range 
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queries and obfuscation, respectively. These studies, while groundbreaking in their own right, 

have yet to offer a comprehensive solution that addresses the multifaceted challenges of IoV 

privacy in its entirety. The potential of integrating crowdsourcing methodologies with the IoV, 

as hinted by more recent works like Gao et al. (2022) and Hou et al. (2021), suggests the 

possibility of a more encompassing solution. Yet, the literature still yearns for a definitive 

approach that seamlessly merges these domains. 

Table 1. Summary of privacy methods in SBM generation 

Source Description Method Limitations 

Gao et al. 2022 Propose an algorithm 
for preserving location 
privacy through 
obfuscation of 
trajectories 

Differential 
privacy 

 The primary focus has 
been on the protection of 
location privacy, with an 
absence of safeguards for 
other forms of privacy, 
such as identity and 
behavioural privacy 

 
 Data loss caused by 

suppressing or 
obfuscating location data 
uploads 

 
 Algorithms are complex 

and have performance 
issues 

 

Zhang et al. 2021 Propose the location 
privacy-preserving 
task recommendation 
(PPTR) schemes with 
geometric range query 
in mobile 
crowdsensing without 
the trusted database 
owner 

Geometric 
range query 

Qian et al. 2021 Use the differential 
privacy algorithm to 
preserve location 
privacy of the vehicle 
and submit it to IoV 
applications 

Differential 
privacy 

Zhang et al. 2020a A spatial 
crowdsourcing method 
for decentralised 
location privacy 
protection based on 
differential privacy 
algorithm is proposed 
for the IoV 

Differential 
privacy 

Liu et al. 2022 Propose a privacy-
preserving solution for 
data aggregation and 
batch authentication 
using differential 
privacy algorithm 

Differential 
privacy 

 
From the synthesis of the literature, it is evident that within the intricate landscape of the IoV, 

privacy challenges are continuously evolving and diversifying. Concurrently, an escalating 

urgency exists to protect both the vehicle’s location and the owner’s identity. Distinct from 

solutions proposed in existing literature, this paper introduces the SBM-SA, a privacy-centric 

algorithm. Utilising correlation analysis, the SBM-SA offers a robust dual-layered protection 
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mechanism safeguarding both the vehicle owner’s identity and the vehicle’s location data, 

thereby addressing this domain’s existing gaps. 

SBM-SA Design 
In addressing the research gaps mentioned in the earlier sections. In this section, the proposed 

SBM separation algorithm (SBM-SA) is described. The SBM includes various types of data, 

and the SBM-SA mainly focuses on three types: road SBM (S1), accident SBM (S2) and traffic 

flow SBM (S3). Considering the directionality of data transmission, this section mainly 

analyses the data transmission scenario between vehicles and the core server in the IoV. After 

generating the SBM, when vehicle users upload the collected SBM to the core server for 

aggregation, they must also upload the event location (EL) of the SBM. This is because 

knowing the location of the traffic event is necessary to effectively utilise the SBM. For 

example, in the case of traffic jam, knowing the location of the jam is necessary to guide other 

vehicles to avoid the road jam segment. Without this location information, the traffic event 

itself is meaningless. However, the EL where the SBM occurred is likely to be the location 

where the vehicle passed. Therefore, the core server can infer the location where the vehicle 

appeared by analysing the EL in the SBM, which poses a privacy risk in the data generation 

process. To address this privacy threat, the SBM-SA is proposed. The SBM-SA mainly draws 

on anonymous privacy algorithms, including k-anonymity and l-diversity. However, 

anonymous privacy algorithms may lead to data correlation problems, that is, the anonymised 

data can still be restored or inferred to the original data through other information or multiple 

queries, thereby reducing the effectiveness of privacy protection. Therefore, the SBM-SA has 

been optimised for specific scenarios as explained below. 

To update the core server with important information such as road maintenance, traffic 

congestion, traffic light changes, traffic accidents and traffic flow, vehicle U is required to 

upload the collected SBM. The SBM should also provide the EL for accuracy and reliability 

purposes. If the EL of the SBM is not provided, the value of the SBM collected by the vehicle 

to the IoV will be reduced. Assuming that the collected SBM has been uploaded, the vehicle 

can infer that it was present at the location where the SBM occurred. Therefore, directly 

uploading the collected SBM is highly likely to leak the vehicle’s EL. For example, U is located 

at location ELi. Just at this time, there was a car accident at location ELi. Then, U collected the 

relevant SBM data Msg (ELi) and uploaded it to the core server. If location Eli is important to 

vehicle U, the core server may invade the vehicle’s location privacy. Furthermore, regardless 

of the time and location, if vehicle U sends Msg (ELi), it can be inferred that vehicle U was 

present at location ELi. Therefore, protecting the exact location where the SBM occurred is 

irrelevant. The purpose of the data upload process is to prevent the core server from obtaining 
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the vehicle’s exact location, without considering how to safeguard the location of the SBM 

occurrence. Therefore, the design purpose of the SBM-SA is to separate the relationship 

between the vehicle and the core server where an SBM occurs during the data upload process, 

which helps to safeguard the confidentiality of the vehicle’s location information. 

The logic and main workflow of the SBM-SA are explained as follows. 

The main focus of the SBM-SA is on separation, which ensures the privacy of the vehicle’s 

location by disconnecting the vehicle from the location EL where the SBM is collected. To 

achieve this, when the vehicle (U) collects SBM Msg (EL0) at a particular location EL0, the 

SBM-SA employs to separate the vehicle from the location EL0 where the data was collected. 

(1) Vehicle U does not immediately upload the collected SBM data Msg (EL0) to the core 

server. Instead, it first determines the time tolerance of Msg (EL0) and selects to upload 

it to the core server within the time tolerance range T. T is designed based on the 

corresponding SBM real-time needs to ensure that outdated information is not uploaded. 

(2) Instead of uploading the identity of the vehicle, the collected SBM Msg (EL0) is uploaded 

as an anonymous group identity (GID). 

(3) The GID not only serves as an identity credential for the uploading vehicle, but also 

enables data analysis through the correlation between the GID and the SBM, thereby 

further mining the value of data. 

The SBM-SA’s goal is to generate vehicle groups and obtain a GID with the help of time 

tolerance. To achieve this, vehicles passing through location EL0 within the time tolerance T 

are recorded and stored in a vehicle set {V1, V2, V3, ..., Vn}, where n vehicles have passed 

through EL0. The targeted vehicle U is represented by the red vehicle in Figure 5, while all 

vehicles passing through EL0 are represented by the green vehicles. The vehicle group is then 

initialised as G’ = {V1, V2, V3, ..., Vn}. The anonymity degree of vehicle privacy protection is 

set to p, where a larger anonymity degree indicates better hiding effect of the vehicles. The size 

of p is determined according to the user’s privacy protection requirements. To obtain the final 

vehicle group G from the initial group G’, the final group should include at least p vehicles, and 

the targeted vehicle U must be included in the final group G to ensure that vehicle U is hidden 

in group G. In the SBM-SA, if the cardinality of the initial group G’ is greater than p (i.e., n >= 

p), a random selection of p vehicles, which includes vehicle U, is made from G’ to update and 

obtain the final group G = {V1, V2, V3, …, Vp}. However, if n < p, the SBM-SA needs to select 

additional p–n vehicles to add to the initial group G’. To do so, a region A is constructed with 

a centre EL0 and a radius T, as shown in Figure 5, and the selection of p–n is based on this 

region. V denotes the average speed of vehicles. According to theoretical analysis, vehicles are 

unlikely to move beyond region A within time T. In the case where n < p, the SBM-SA will 
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select vehicles in region A that have not yet passed the EL0. These vehicles will be merged with 

the vehicles that have already passed the EL0 and records them as {V1’, V2’, V3’, …, Vp–n’}. It 

is evident that the p–n vehicles are not part of the original set G’ of vehicles, as illustrated in 

Figure 5, where the yellow vehicles represent these p–n vehicles. Subsequently, they are 

included in the initial set G’ to form the final set G and generate a GID for the group G. 

 
Figure 5. SBM-SA architecture 

The generation of a GID can be completed through the above method, and then uploaded to 

the core server to achieve the goal of separating the connection between vehicles and EL0 

where the SBM occurs, thereby protecting the location privacy of vehicles. 

As shown in Algorithm 1, upon collecting SBM data at a location EL0, a vehicle waits for a 

specified time tolerance T before initiating the upload. During this interval, the algorithm 

tracks all vehicles passing through EL0, grouping them into a VehicleSet. If the number of 

vehicles in this set is less than a desired anonymity degree p, the search expands to a 

surrounding region A to include more vehicles. Once the set meets the anonymity criteria, a 

group G is formed, and a GID is generated for it. The SBM data is then uploaded using this 

GID, ensuring individual vehicle locations remain private. This approach effectively 

decouples the direct link between a vehicle’s exact location and the uploaded data, enhancing 

location privacy in the IoV context. 

Algorithm 1. The pseudo-code of the SBM-SA 

Algorithm SBM-SA (SBM data, EL0, time tolerance T, anonymity degree p) 

Begin 

• Wait until time tolerance T before uploading SBM data 

• Initialise VehicleSet = vehicles passing through EL0 within T 

• If size of VehicleSet < p then 

o Construct region A centred at EL0 with radius proportional to T 
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o Add vehicles from region A to VehicleSet until size of VehicleSet = p 

End if 

• Form group G from VehicleSet ensuring it includes at least p vehicles 

• Generate GID for Group G 

• Upload SBM data with GID to core server 

End algorithm 

Data collection for SBM-SA 

It is crucial to select the appropriate SBM types that comply with the SBM-SA and utilise them 

accordingly by filtering out irrelevant ones. Currently, the main sources for obtaining IoV data 

are open IoV datasets. Two open data sources are considered, namely NGSIM and ApolloScape 

The NGSIM data set, collected by the US Federal Highway Administration between 2005 and 

2010, is a valuable resource for transportation research, including real-world and simulated 

traffic data from six freeway locations in the United States, with dimensions such as time, 

location, traffic flow, lane positions, vehicle characteristics and driver behaviour, with a total 

size of approximately 1.2 terabytes. The ApolloScape dataset was created by Baidu’s 

autonomous driving division, which is a well-known company with map surveying 

permissions. It includes multiple dimensions for training and testing algorithms for self-

driving cars, such as high-definition maps, 3D-point clouds, and camera images. The dataset 

is currently being maintained and updated by the Apollo team at Baidu. It contains over 

100,000 images and high-resolution LiDAR scan data from multiple scenes in multiple cities, 

and its size depends on the subset used, which may reach several hundred gigabytes or even 

terabytes. 

Selection of simulation platform for the SBM-SA 

An IoV simulation environment is a virtual environment used to simulate and evaluate the 

performance and behaviour of the IoV system. The IoV simulation environment typically 

encompasses software, hardware and communication networks to mimic diverse IoV 

application scenarios and traffic situations. The main objectives seek to: 

1. Provide simulation scenarios: The IoV simulation environment can provide various traffic 

scenarios, such as urban traffic, highways, etc., as well as various weather and road 

conditions to simulate different traffic situations. 

2. Simulate vehicle and sensor behaviour: The IoV simulation environment can simulate the 

behaviour and performance of vehicles and sensors, such as vehicle speed, acceleration, 

sensor accuracy and response time. 
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3. Evaluate system performance: The IoV simulation environment can simulate the 

operation and interaction of the IoV system to evaluate its performance and behaviour. 

For example, it can evaluate communication and collaboration between vehicles and 

optimise traffic flow and congestion situations. 

4. Develop and test IoV applications: The IoV simulation environment can provide an 

environment for developing and testing IoV applications to verify their functionality and 

performance. 

5. Reduce development and testing costs: The IoV simulation environment can reduce the 

cost and risk of developing and testing IoV systems and reduce the dependence and 

impact on the real environment. 

Common simulation platforms are presented in Table 2. 

Table 2. Summary of privacy methods in SBM generation 

Simulation 
platform 

OPNET CarSim VIRES VTD 

Pros  A relatively complete 
basic model library is 
provided 

 
 OPNET has a wealth of 

statistical collection and 
analysis functions 

 

 The simulation results 
are highly similar to 
the real vehicle 

 
 Co-simulation 

possible with 
Simulink 

 VTD has a rich 
library of scenes 

 
 Synchronously 

generates OpenDrive 
high-definition maps 

 

Cons High cost of learning Creating a new model 
takes a long time 

Model library is not rich 
enough 

Proposed platform: 
OPNET is the current mainstream choice, and it has lower requirements on hardware resources, making 
it more suitable for this research 

 
OPNET is a commercial network simulation tool that can be used to design, develop and 

evaluate various networks and systems (Chen et al., 2019). The tool offers a comprehensive 

range of network models and simulation tools to assess network performance and reliability 

by emulating different protocols and topologies. To conduct network simulation in OPNET, 

users need to first define the network topology, nodes and transmission protocols. Users can 

choose suitable models and components according to their actual needs to build a network 

system that meets their requirements. OPNET provides users with a variety of tools and 

analysers that can be used during simulation to assess the performance and reliability of the 

network system, and to make necessary optimisations. OPNET has rich statistical collection 

and analysis functions. However, OPNET also has some limitations and challenges, such as a 

complex configuration and debugging process, which makes the learning curve relatively 

steep.  

http://doi.org/10.18080/jtde.v11n4.767


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.767 83 
 

CarSim is a commercial vehicle simulation software that can simulate various dynamic 

characteristics and behaviours of vehicles during driving (Wei et al., 2021). CarSim can be 

used in various application fields, such as vehicle design, control algorithm development, and 

driver training. CarSim provides multiple vehicle models and control algorithms, which can 

help users better understand the physical characteristics and behaviour of vehicles during 

driving. Users can choose suitable models and algorithms according to their actual needs to 

build a vehicle simulation system that meets their requirements. However, CarSim also has 

some limitations and challenges, such as the time-consuming process of creating new models, 

which makes the cost of model creation relatively high.  

VIRES VTD (virtual test drive) is a commercial virtual simulation software used for simulating 

various traffic scenarios and vehicle driving processes (Aoki et al., 2020). It provides a highly 

customisable virtual environment that helps users better understand the physical 

characteristics and behaviours of vehicle driving processes. Users can select appropriate 

vehicle models and control algorithms according to their needs and use various tools and 

analysers provided by VIRES VTD to evaluate system performance and reliability, and 

optimise them. VIRES VTD also has some challenges and limitations, such as a relatively small 

model library, which may limit the range of scenarios that can be tested. 

Validation of the SBM-SA 

To ensure the accuracy and performance of an SBM-SA, a similar environment must be 

constructed for validation purposes. Previous studies have suggested several approaches for 

horizontal comparison, including privacy-preserving schemes based on differential privacy 

algorithms (Gao et al., 2022; Qian et al., 2021) and geometric range queries (Zhang et al., 

2021). These studies can serve as benchmarks for constructing the environment and 

conducting horizontal comparisons. By using the same environment, the conclusions drawn 

from these studies can be compared to those of the SBM-SA, thus validating its accuracy and 

performance. 

Application of the SBM-SA 

Although the SBM-SA is a privacy protection algorithm specifically designed for the SBM in 

the IoV, it has broad applications. For example, crowdsourcing and crowdsensing applications 

in the IoV generate a large amount of SBMs, which is associated with the privacy information 

of vehicle owners. If this information is not protected, it faces the risk of being misused. 

Therefore, using the SBM-SA in the IoV is an effective way to protect privacy. The aim of the 

SBM-SA is to replace vehicle identity with the GID during data upload to separate the 
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association between vehicle identity information and the SBM, thus protecting privacy. 

Specifically, the steps for designing the SBM-SA in the IoV are as follows: 

1. Data collection: First, collecting location and event data of vehicles is essential, such as 

the location of traffic jams and accident severity, which can be obtained through sensors, 

in-vehicle radar and other devices. 

2. Data preprocessing: Before uploading the SBM, preprocessing work needs to be done, 

such as removing abnormal data and processing missing values. 

3. SBM-SA processing: Through V2I and core server interaction, or through V2V and nearby 

vehicle interactions, an anonymous vehicle group range is constructed, and key 

parameters such as anonymity degree p and time tolerance T are obtained. Meanwhile, 

these core data are passed to the SBM-SA, and the GID is generated through the SBM-SA 

calculation. 

4. Data upload: Use the GID to replace vehicle identity information and upload it with the 

SBM to the core server for centralised processing. 

5. Effect evaluation: Evaluate the data quality and privacy protection effect of SBM-SA 

processing. Generally, three indicators, anonymity, data availability and data quality, can 

be used for evaluation. 

6. Result application: Apply the SBM-SA processed data to the IoV to protect the privacy 

information of vehicle owners. 

While the SBM-SA effectively decouples the association between vehicle identity and the SBM, 

it’s important to realise that it doesn’t offer complete assurance of privacy security and certain 

risks persist; for example, SBMs still containing sensitive location information. Thus, in real-

world applications, further data protection could be accomplished by integrating methods 

such as differential privacy algorithms. In order to substantiate the efficacy of the SBM-SA in 

safeguarding the privacy of vehicle owners within the IoV landscape, rigorous testing and 

validation of the SBM-SA will be conducted and comparative evaluations against other privacy 

protection algorithms are proposed. 

Performance Evaluation 
In order to delve deeper into the efficacy and performance of the SBM-SA in terms of privacy 

protection, this section will undertake rigorous testing and validation of the SBM-SA. We first 

delineate the details of our simulation environment. Following this, we assess our proposed 

SBM-SA, contrasting its performance with established privacy protection algorithms such as 

the PriSC (Zhang et al., 2020a) and the DABAB (Liu et al., 2022). This paper presents a 
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simulation conducted on a PC with an Intel Core i7-7700K @4.0GHz processor and 16GB 

RAM, leveraging the OPNET simulation software. The simulation creates a vehicle network 

environment that mirrors a two-way, dual-lane road in accordance with Federal Highway 

Administration guidelines, with a width of 14.8 metres (four lanes each 3.7 metres wide) and 

a length of 10 kilometres to replicate a typical 20-minute journey at 30 kilometres per hour. A 

total of 200 cars are set up to report SBMs, which a designated vehicle collects in three 

categories: road (S1), accident (S2) and traffic flow (S3), with respective packet sizes of 3,200-

bit, 3,400-bit and 3,600-bit. Privacy protection algorithms such as PriSC, DABAB and SBM-

SA are implemented during data collection and upload. With a two-second maximum time 

tolerance for data delay in consideration of user service experience, all three algorithms also 

maintain a degree of anonymity set at 10. For network communications, the channel spectrum 

bandwidth is defined at 55 kiloHertz, which affects the data transfer rate and susceptibility to 

interference. The simulation also employs the Nakagami Channel Model, a flexible tool used 

to adjust the m parameter, mimicking varying real-world conditions and replicating the fading 

characteristics of a wireless communication system. Consequently, these parameters (Table 3) 

significantly shape the simulated network’s performance and behaviour. 

Table 3. Simulation environment parameter settings 

Parameter Parameter unit Parameter setting 

CPU X86_64 2 CPU 
Storage TB 1 
Road width metres 3.7 * 4 
Road length km 10 
Average vehicle speed km/h 30 
Vehicle transmission power mW 20 
Collected data packet bit 3,200, 3,400, 3,600 
Maximum data transmission rate Mbps 2 
Channel spectrum bandwidth kHz 55 
Channel model – Nakagami 
Noise power dBm -100 
Number of cars – 200 

 
In order to verify the capability of the SBM-SA in protecting the privacy of SBM collection and 

upload in the IoV, the simulation experiment compares the time delay and privacy leakage 

probability of PriSC, DABAB, and SBM-SA algorithms in a centralised IoV. Figure 6 shows the 

time delay of vehicle U collecting different types of SBM through different privacy protection 

algorithms. When using PriSC and DABAB algorithms to collect the SBM, the data type only 

causes a minor impact on the delay. However, the PriSC has the largest data delay, 

approximately 1.6 seconds, while the DABAB performs best at around 0.6 seconds. With the 

SBM-SA, when the uploaded data is within the permissible time range, different types of SBMs 
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have different time delays. Therefore, in terms of time delay, the SBM-SA does not perform as 

well as the DABAB. 

 
Figure 6. Time delays in the aggregation process of the SBM 

The focus of this paper is an experimental exploration of various privacy protection 

algorithms’ efficacy in safeguarding the location privacy of a specific vehicle (U) during its data 

transmission process. This experimental scenario is set in a context where a core server – 

functioning as a hypothetical attacker – strives to deduce the location of vehicle U as it uploads 

data via a message, referred to as Msg (EL0), under the effect of different privacy protection 

algorithms. The core purpose of this investigative setup is to measure how efficiently these 

diverse algorithms can maintain the vehicle’s location privacy throughout the data transfer 

process. Notably, a successful location guess by the core server equates to a breach of privacy, 

signifying the respective algorithms’ failures in thwarting location exposure. Thus, the 

experiment provides a comparative evaluation of the tested privacy protection algorithms. 

Within this experimental setup, certain parameters are accounted for, including the 

specificities and complexities of the implemented privacy protection algorithms, the volume 

and variety of data embedded in Msg (EL0), and potentially the signal strength or connection 

conditions during data transmission. While the SBM-SA underperforms the DABAB with 

regards to time delay, it compensates by delivering superior privacy protection capabilities, 

albeit at the expense of tolerable time delays, as graphically depicted in Figure 7. With PriSC 

algorithm, the vehicle U directly uploads the transparent Msg (EL0) data to the core server, 

which then accumulates and processes this data. This direct upload offers the core server a 

100% chance of accurately deducing the vehicle’s location, implying a complete privacy leak. 

Conversely, the DABAB, which necessitates an initial data encryption by vehicle U before the 

upload, decreases the probability of location privacy leakage to between 10% and 20%. Finally, 

the SBM-SA, being implemented at the user end rather than directly on the core server, poses 
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a greater challenge for the core server in guessing the user’s location, consequently reducing 

the likelihood of privacy leakage for vehicle U to under 10%. Hence, in terms of effective 

location privacy protection, this paper identifies the SBM-SA as being the most potent 

algorithm among those tested. 

 
Figure 7. Probability of privacy leakage using different privacy-preserving algorithms during SBM collection 

In conclusion, when a series of comparisons are conducted with the PriSC and DABAB 

algorithms in terms of time and privacy leakage probability, experimental results show that 

the SBM-SA can effectively protect user location privacy in the IoV. 

Conclusion 
In the domain of IoV privacy, the SBM-SA has been meticulously evaluated against established 

algorithms like the PriSC and DABAB. The simulation results derived from the real-vehicle 

environment simulated by the simulation environment, offer insights into the performance 

nuances of these algorithms. 

The PriSC’s architecture is streamlined for swift data transmission, achieved through its direct 

data upload feature to the core server. However, this expediency compromises privacy, as no 

encryption or intermediary processing occurs. The DABAB, in contrast, adopts an encryption-

first approach. While this ensures data security, the inherent computational demands of 

encryption introduce latency, evident in the 10% to 20% location privacy leakage. The PriSC’s 

pronounced data delay can be traced back to its simplistic data structure. The absence of 

protective layers, combined with its direct upload mechanism, renders it vulnerable to location 

deductions, resulting in a 100% leakage probability. The DABAB, with its layered and 
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encryption-centric design, offers better privacy but at the cost of increased processing time. 

The encryption process, while bolstering security, adds to the data handling time. The SBM-

SA is distinguished by its decentralised data processing, introducing user-end anonymisation. 

This design choice effectively challenges the core server’s location prediction capabilities, 

reducing privacy leak probabilities to below 10%. The inclusion of the Nakagami Channel 

Model, simulating real-world wireless communication challenges, further refines the 

simulation’s accuracy. The chosen parameters, especially the 55-kiloHertz channel spectrum 

bandwidth, play a pivotal role in determining network behaviour. Beyond the surface-level 

data, the intrinsic design, data structures and processing strategies of these algorithms truly 

define their efficacy and challenges in IoV privacy. 

Discussion 
In the realm of IoV privacy protection, the Performance Evaluation section’s insights into the 

SBM-SA’s capabilities, especially when juxtaposed with algorithms like the PriSC and DABAB, 

are enlightening. Grounded in foundational empirical studies, such as those by Zhang et al. 

(2020a) and Liu et al. (2022), this research elucidates the nuances and potential of 

anonymisation of privacy algorithms. The consistent emphasis by prior research on 

safeguarding user data in today’s data-centric era is a testament to the burgeoning interest in 

this domain. The methodologies adopted in these seminal studies, especially differential 

privacy, have significantly influenced the trajectory of the SBM-SA. The congruence with prior 

research not only validates this study’s outcomes but also highlights the cumulative wisdom 

that has shaped this domain. Beyond the immediate results, the broader ramifications beckon 

attention. The efficacy of the SBM-SA raises pertinent questions about both the IoV’s future 

and ways to amplify privacy protection. While the SBM-SA’s success heralds a promising 

future, inherent limitations delineate ripe scenarios for future exploration and refinement. 
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Abstract: Cloud computing plays a significant role in digital workplaces and has become an 

integral part of everyday life. However, the security issues associated with cloud computing 

remain a major concern that hinders the wider adoption of this technology. In a cyber-physical 

cloud environment, achieving secure and efficient file storage remains a tough goal. This is 

particularly the case owing to the wide variety of devices that are being utilised to access the 

various services and data. Thus, the employment of a secure data sharing protocol is one of the 

essential techniques to better protect the shared data. A formal agreement between entities or 

organisations in exchanging personal or business data is called a data sharing protocol. A secure 

data sharing protocol ensures that data is encrypted and secured when being transferred. There 

are many different encryption algorithms and protocols in use to devise various secure and 

efficient data sharing protocols. This paper first reviews the state of the art of some existing data 

sharing protocols and subsequently implements a secure and efficient data sharing protocol as 

an application in a cyber-physical cloud environment. The performance analysis conducted on 

the developed secure data sharing protocol application shows positive results.   

Keywords: cloud computing, data sharing protocol, cyber-physical environment 

 

Introduction  
The term ‘cyber-physical cloud systems’ (CPCS) refers to a technology that has a wide range of 

applications, some of which include healthcare, smart electricity grids, smart cities, 

battlegrounds, and the military. Client devices such as those running on Android or iOS, or 

devices with restricted resource availability such as sensors, are being deployed in these types 

of systems to gain access to services (Deng et al., 2014). In the context of industry, CPCS is 
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used for collecting, processing, analysing and interpreting large data. The utilisation of 

Internet of Things technologies in conjunction with real-time analysis of vast amounts of data 

allows for large-scale monitoring opportunities, thanks to the prevalence of multifaceted 

devices. This generates novel insights that can enhance decision-making processes and 

provide an advantageous edge in business (Cheng et al., 2018). However, compared to typical 

personal computers, client devices sometimes have much less processing capabilities. Recent 

years have witnessed a rapid and vast adoption of mobile cloud computing as compared to the 

conventional cloud computing since smart mobile devices such as Android and iOS 

smartphones have become more prevalent (Salvi, 2019). 

Nevertheless, there are still significant concerns regarding security issues such as reliability 

and privacy in physical devices and in untrusted cloud environments, despite the widespread 

acceptance of cloud computing in its varied forms. Safe and reliable information exchange 

between users of a hybrid cloud (cyber and physical) is fortunately made possible through a 

cryptographic approach known as data sharing protocol (Salvi, 2019). However, a protocol is 

developed with complex algorithms and, as mobile devices’ processors are not very powerful, 

this will take up a lot of computation time. Therefore, lightweight operation is essential for 

efficiency and faster computation in mobile devices. 

This research reviews the existing data sharing protocols in a cyber-physical cloud 

environment. Leveraging the strengths of the state-of-the-art protocol, the application will be 

developed by incorporating the chosen data sharing protocol. The application ensures 

heightened security and efficiency and promises fast computation times in a cyber-physical 

cloud environment. The performance analysis attests that the data sharing protocol facilitates 

a rapid and reliable approach. Thus, this research paves the way for future development in 

secure and efficient data sharing solutions.  

Table 1 contains the list of abbreviations used throughout our discussion. 

Table 1. List of abbreviations 

LIST OF ABBREVIATIONS/SYMBOLS 
AES  Advanced encryption standard 
CC Cloud controller 
CS Cloud server 
DC Data consumer 
DCs Data consumers 
dDHPEKS Designated-tester decryptable hierarchical public key encryption 

with keyword search 
DH Data holder 
DO  Data owner 
DS Data sharer 
HPEKS Hierarchical public key encryption with keyword search 
IBADS Identity-based authenticated data sharing 

http://doi.org/10.18080/jtde.v11n4.772


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.772 96 
 

LIST OF ABBREVIATIONS/SYMBOLS 
IBE Identity-based encryption  
KB Kilobyte 
MCc Client 
OO-ABPRE  Online/offline attribute-based proxy re-encryption 
PEKS Public key encryption with keyword search 
PKG Private key generator 
PKTree Public key tree 
SCC ID of cloud controller 
SSGK Secret sharing group key management 

Current Data Sharing Protocols 
Shao et al. (2015) proposed a fine-grained data sharing protocol employed in cloud computing 

through utilising the transformed key approach and online/offline attribute-based proxy re-

encryption (OO-ABPRE). The proposed approach protects user data by allowing fine-grained 

access control, convenient sharing and is also cost-effective. The protocol uses a proxy that is 

only partially trusted and is equipped with a re-encryption key. As a result, the proxy is able 

to transform a plaintext that was originally encrypted with one public key into a plaintext that 

was encrypted with another public key. In other words, this enables encryption to be 

performed by using the public key of the data holder (DH) or someone else. When the DH 

decides to engage in sharing the data, all he has to do is produce the relevant re-encryption 

key. The cloud server (CS) will then be able to use this re-encryption key to transform the 

ciphertext into a form that the data sharer (DS) will be able to decrypt by using his 

corresponding private key. 

In order to safeguard the information kept in cloud environments, an identity-based 

authenticated data sharing (IBADS) protocol was designed by Karati et al. (2018). This 

protocol ensures user anonymity which enables the identities of the client and user to be 

concealed from the attackers, even in the event that they intercepted the public channel over 

which the message was transmitted. This end-to-end connection will be encrypted using a 

technique that relies on a small public parameter and bilinear pairing once the authentication 

of physical devices has been completed. The protocol is distinguished by its deployment of 

identity-based encryption (IBE) to facilitate the safe exchange of data between the clients and 

the clients’ geographically scattered physical devices.  

Han et al. (2019) proposed a secret sharing group key management protocol (SSGK) for 

resolving the issue of increasing security and privacy risks in cloud storage. It employs 

symmetric encryption algorithms to encrypt the shared data, ensuring its usability by 

authorised users. The data owner (DO) distributes decryption keys to authorised sharers. 

Decryption keys control permissions for accessing shared data. Only legitimate participants 
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can decrypt the key associated with the interactive message due to asymmetric encryption 

algorithms. If unauthorised users obtain access to shared data, a secret sharing scheme assigns 

the key to legitimate participants.  

Lu et al. (2020) proposed a data sharing scheme to ensure sensitive data will be shared in a 

secure and authorised manner. To avoid inaccurate computations, this protocol provides an 

efficient full validation before users share the data. Using this protocol, sensitive data can be 

protected during the sharing procedure and authorisation for access can be controlled by the 

data requester. 

Li et al. (2022) proposed a protocol for enterprise users that supports hierarchical keyword 

searching to facilitate secure data sharing in a cloud environment. There are two types of 

public key encryption with keyword search (PEKS) employed in the protocol, namely, 

hierarchical public key encryption with keyword search (HPEKS) and designated-tester 

decryptable hierarchical public key encryption with keyword search (dDHPEKS) which is 

more advanced than HPEKS. This protocol addresses the challenges of secure data sharing in 

an enterprise environment. In this protocol, advocated encrypted data should be hierarchically 

accessible and searchable. To manage the hierarchical structure of users in an enterprise, 

public key tree (PKTree) was developed. The PKTree algorithm pairs elements from two 

cryptographic groups to construct complex cryptographic protocols. Users can find the 

ciphertext encrypted with their public key using HPEKS. Users with lower access permissions 

can search for ciphertexts sent to a hierarchical group of users. Using this feature in an 

enterprise setting is particularly beneficial in cases where higher-level employees are required 

to monitor the data of lower-level employees. dDHPEKS combines symmetric and public key 

encryption in an advanced version of HPEKS. In addition to preventing outside and offline 

keyword-guessing attacks, it provides keyword search and decryption functionality. Sharing 

encrypted data with others does not require knowledge of the enterprise’s internal hierarchy 

due to transparency in the scheme (Li et al., 2022). 

Comparison analysis among data sharing protocols 

In general, the primary goals of employing the respective data sharing protocols (Shao et al., 

2015; Karati et al., 2018; Han et al., 2019; Lu et al., 2020; Li et al., 2022) are to ensure data is 

encrypted and securely shared, especially in an untrusted cloud environment. Table 2 presents 

a comparison analysis of the reviewed data sharing protocols. 
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Table 2. Comparison analysis among data sharing protocols 

Characteristic Protocol 

Shao et al. 
(2015) 

Karati et al. 
(2018) 

Han et al. (2019) Lu et al. (2020) Li et al. (2022) 

Underlying 
cryptographic 
scheme(s) 

Linear secret 
sharing and 
access policy 
schemes 

Hash function 

OO-ABPRE 

One-way hash 
function 

IBE 

Symmetric and 
asymmetric 
encryption 
Secret sharing 
scheme 

Linear secret 
sharing schemes 

XOR-
homomorphic 
function 

Algebraic 
signature 

Public key 
encryption with 
keyword search  

Encryption 
and 
decryption 
method 

CS uses the re-
encryption key 
from DH to re-
encrypt data and 
uses DS’s 
transform key to 
return the 
transformed 
ciphertext; DS 
decrypts using 
the private key  

Encrypt using the 
public ID as 
public key; 
decrypt using the 
private key of the 
corresponding ID 

Data shared is 
encrypted with 
symmetric 
encryption 

Asymmetric 
encryption is 
used to encrypt 
the interactive 
message 

Encrypt data 
using private key 
generated by the 
DO; decrypt 
using private key 
requested from 
key generator 
centre 

Encrypted with 
public key and 
allows keyword 
search without 
decryption 

Advantage Policy access 
could be inserted 
to ciphertext  

Only users with 
attribute sets that 
conform to the 
access policy can 
decrypt 

Provide secure 
end-to-end 
communication 

Designed to be 
lightweight and 
has good 
performance 
runtime 
execution 

Control 
permission for 
shared data 

Ensure that the 
key required for 
decrypting the 
shared data is not 
visible to 
unauthorised 
users 

Authorised data 
requester can 
correctly recover 
the shared data 

Sharing 
encrypted data 
with an 
enterprise does 
not require the 
sender to know 
the enterprise’s 
internal 
hierarchy 

Disadvantage When generating 
the re-encryption 
key, DH’s device 
needs to be 
charged 

Complex protocol  Not obvious Costing is more 
expensive using 
cloud storage 
server and cloud-
managed server 

dDHPEKS 
scheme is slower 
than HPEKS 
scheme 

System Design of Data Sharing Protocol Application 
Based on the review and comparison analysis among some existing data sharing protocols as 

summarised above, the IBADS protocol (Karati et al., 2018) is chosen for implementation 

because it is a lightweight protocol, meaning it can perform lightweight encryption on a mobile 

device. The user’s mobile device does not spend much time performing encryption, thus 

speeding up this process. The context diagram depicted in Figure 1 shows the overview of the 

entity structure of our proposed secure data sharing protocol application. According to the 

diagram, the external entities are identified as DO, data consumer (DC), cloud controller (CC) 

and private key generator (PKG). They interact following the processes with the data flow. The 

DO encrypts and uploads the file to the cloud via the system. The DC could receive the 

encrypted file and decrypt it while receiving the private key sent from the PKG. 
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Figure 2 shows the use case diagram. Both DO and DC need to register an account with their 

phone numbers and emails. After that, they need to do mutual authentication with the CC to 

verify the authenticity of each other. Once mutual authentication has been completed, the DO 

needs to encrypt the file with the parameters and then upload the file to the cloud. The DC can 

search files uploaded by the DO by searching the relevant keyword in the system. Following 

that, the DC can request to download a file from the CC and the CC sends the encrypted file to 

the DC. Upon receiving the encrypted file, the DC requests the private key from the PKG in 

order to decrypt the encrypted file. The private key is then used to decrypt the file by the DC.  

 
Figure 1. Context diagram 

 
Figure 2. Use case diagram 

Implementation of Data Sharing Protocol Application 
According to Karati et al. (2018), the IBADS protocol uses an IBE scheme and symmetric 

encryption to perform secure data sharing which provides mutual authentication in order for 

the CC and user to verify each other’s authenticity. The IBE scheme in IBADS protocol uses 
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the device number and mobile number of the DC as the public key to perform encryption. This 

makes it unnecessary for the DO to ask for the public key from the DC when encrypting files 

to be sent, thus shortening the time and process of encryption. 

Mutual authentication algorithm 

Mutual authentication is a technique that discovers if cloud users (DOs and DCs) are valid 

(non-revoked registered users). It therefore runs through the phases below: registration of 

client, login and mutual authentication, and password renewal (Karati et al., 2018). 

• Registration of client: The client MCc decides a unique identity IDc  and returns it with 

the identity of email and mobile number to the CC. Knowing that the IDc parameter is 

securely sent to the CC, and after the information is received, the CC executes these steps: 

- Creates an app by storing  Ac = h(IDc ∥ SCC) ⊕ h(IDc ∥ PWc), where SCC is the secret 

key of CC and PWc is the password of MCc. 

- Sends the URL link is securely to the email of the MCc and (PWc, Wc) to the MCc mobile 

number, where Wc is the information generated randomly. 

- Updates the user list LU and stores Wc as the public and unique information of client’s 

email TIDc. 

After receiving the URL link, the MCc installs software to the mobile device. After the 

installation is done, the MCc  runs the software and gives IDc, PWc and Wc. An array of 

groups with the group identity GIDj  is received by the mobile device as it is connected to 

the internet. Now, the MCc chooses the group fulfilling its requirement and demands as V. 

The data Wc can only be given once. After that, MCc runs the below operations: 

- Extracts Bc = Ac ⊕ h(IDc ∥ PWc) and new password is asked to be inputted to the MCc. 

- After receiving the new password PWc
new , it computes 

Ac
new = Bc ⊕ h�IDc ∥ PWc

new �, Dc = h�IDc ⊕ PWc
new � 

and Ec = Wc ⊕ h�PWc
new �. 

- Stores �Ac
new , Dc, Ec, TIDc� and drops Ac. 

• Login and mutual authentication: This phase is imperative during CC login and the 

purpose is to execute key agreement and mutual authentication. The phase is defined as 

follows. 

The MCcexecutes the software and generates IDc and PWc
new, after which the software runs 

the following operations: 

- Calculates Dc
∗ = h(IDc ⊕ PWnew ) and checks whether �Dc

∗ =? Dc� is true. 
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- If (Dc
∗ ≠ Dc), then the session is aborted. 

- Otherwise, 

 Random number Rc is generated. 

 Calculates 

 Bc = Ac
new ⊕ h�IDc ∥ PWc

new �, Wc =  Ec ⊕ h�PWc
new �, Fc = h(IDc∥∥Bc∥∥Rc) 

and then encrypts IDc  and Rc  using Wc  as the secret key to generate 

 Gc = EWc(IDc∥Rc). 

 Forwards through secure channel  ⟨TIDc, Gc, Fc⟩ to the CC. 

After receiving ⟨TIDc, Gc, Fc⟩ , parameter TIDc  is then searched by the CC first in the 

database and if it returns as false, the session aborts immediately, otherwise it will extract 

Wc. The CC then runs following operations: 

- Decrypts Gc to get IDc and Rc. 

- Calculates 

Bc∗ = h(IDc ∥ SCC), Fc∗ = h(IDc∥∥Bc∗∥∥ Rc) 

and determines if �Fc∗ =? Fc� is true. 

- If (Fc∗ ≠ Fc), then the MCc is denied access. 

- Otherwise, 

 A random number Rcs is generated. 

 Computes the session key 

SKcs = h(IDc ∥ Rcs ∥ Rc), Kc = h(IDc∥∥SKcs∥∥Rcs), Rccs =  Rc ⊕ Rcs. 

 Forwards ⟨Kc, Rccs⟩ to the MCc. 

On receiving ⟨Kc, Rccs⟩, the MCc performs the following operations: 

- Extorts Rcs
∗ = Rccs ⊕ Rc. 

- Computes 

SKc
∗ = h(IDc∥∥Rcs

∗ ∥∥Rc), Kc
∗ = h(IDc ∥ SKc

∗ ∥ Rcs ). 

- If �Kc
∗ =? Kc� is true, then 

 The protocol achieves mutual authentication as the CC is authenticated and session 

key is verified. 

• Password renewal: This is for valid users to renew their password. Firstly, the MCcruns 

the installed software and generates IDc and PWc
new . Following this, the software executes 

the following tasks: 

- Calculates Dc
∗ = h(IDc ⊕ PWnew ). 
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- Determines if �Dc
∗ =? Dc� if true. If (Dc

∗ = Dc), it then aborts. 

- Otherwise, 

 A new password to the MCcis requested. 

 After receiving a new password PWc
∗ , it calculates 

Bc = Ac ⊕ h�IDc ∥ PWc
new �, Ac

∗ = Bc ⊕ h(IDc ∥ PWc
∗),  Dc ∗= h(IDc ⊕ PWc

∗) 

and 

Ec ∗= Wc ⊕ h(PWc
∗). 

Finally, it records the information ⟨Ac
∗ , Dc

∗, Ec∗⟩ , and deletes  �Ac
new , Dc, Ec�  from the mobile 

device saved by the MCc. 

IBE scheme 

This IBE scheme consists of four algorithms: IBE.Setup, IBE.Extract, IBE.Encrypt and 

IBE.Decrypt (Karati et al., 2018). IBE.Setup is an algorithm for generating the parameters that 

need to be used in the three other IBE algorithms for calculation purposes; IBE.Extract is an 

algorithm which generates the private key for decrypting the message, and IBE.Encrypt and 

IBE.Decrypt are the algorithms used to encrypt and decrypt messages, respectively. 

• IBE.Setup (𝟏𝟏𝐤𝐤): The PKG executes the protocol by inputting a security parameter 1k. 

After that, it creates a prime p and a bilinear map, e: G1 × G1 → G2 of two multiplicative 

groups G1and G2. Then, it picks a generator g ∈R G1 randomly and executes h = �gβ� with 

random β ∈R Zp∗ . Then, it computes Y = e(g, g)α with α ∈R Zp. At last, it picks a one-way 

cryptographic hash function H: {0,1}∗ → Zp. It then publishes the parameters, params =

⟨g, h, Y, H⟩ and keeps MSK = ⟨α⟩. 

• IBE.Extract (𝐌𝐌𝐌𝐌𝐢𝐢,𝐔𝐔𝐌𝐌𝐢𝐢, params, MSK): After verifying the mobile number MNi  and 

device number UNi properly, the PKG computes 

ri  =
α

β + IDi
; Ki

(1) = gri     ti =
α

β + GIDi
;  Ki

(2) = gti
 

where IDi = H(MNi ∥ UNi), M. Then, it generates the private key SKi =  (Ki
(1), Ki

(2)) and 

sends it via a secure network. Ki
(1) is the private key for the individual user to decrypt the 

message while Ki
(2) is the private key for decrypting the group message. 

• IBE.Encrypt (M, U, V, params): The protocol receives the M ∈R G2 and U as the client, 

where U contains the user’s set IDs to publish the message by the recipient. After that, it 

picks s1 ∈R Zp∗  and computes Y1 = (Y−s1). It then executes the following operations: 

a) For every client i ∈ U, 
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- Computes IDi = H(MNi ∥ UNi). 

- Computes Ti = ��gIDi ⋅ h�s1� , IDi = H(MNi ∥ UNi)  which is a public key used to 

encrypt the data. 

- Sets T = T ∪ {Ti} (Initially T = NULL). 

- Computes s2 = H(Y1 ∥ T) and CU = �(M . Y1)
1
s2  �. 

b) For every group j ∈ V, 

- Computes Wi = ��gGIDj ⋅ h�s1�. 

- Sets = W ∪ Wi (Initially W = NULL ).  

- Computes s3 = H(Y1 ∥ W) and  CV =  �(M ⋅ Y1)
1
s3  �. 

Then, it computes 

MD = H(IDs ∥ M ∥ CU ∥ CV ∥ T ∥ W) where IDs = H(MNs ∥ UNs). 

Finally, it computes the ciphertext CT = {CU, CV, T, W, MD}. 

• IBE.Decrypt (𝐂𝐂𝐂𝐂, 𝐈𝐈𝐈𝐈𝐬𝐬, params, 𝐒𝐒𝐒𝐒𝐢𝐢): The ciphertext CT is to be decrypted for a user i. 

This protocol runs the following operations: 

a) Not a group message, 

- Computes Z1 = e �Ti, Ki
(1)� and Y1′ = Z1−1. 

- Computes s2′ = H(Y1′ ∥ T) and C′ = CU
s2. 

- Computes M′ = (C′ ⋅ Z1). 

b) Otherwise,  

- Computes Z2 = e �Wi, Ki
(2)� and Y2′ = Z2−1. 

- Computes s3′ = H(Y2′ ∥ W) and C′ = Cv
s3. 

- Computes M′ = (C′ ⋅ Z2). 

If MD =? H(IDs ∥ M′) is true, this algorithm will return M′; otherwise, it is NULL. In the 

IBE.Decrypt, the user computes this algorithm and gets the value of Y1′, s2′  and  C′to be the 

same as Y1 , s2  and M ⋅ Y1  in IBE.Encrypt, respectively, which means that the step of 

retrieving the data is correct. 

Implementation of IBADS protocol 

The data sharing protocol is developed using the Java Pairing-Based Cryptography Library 

(De Caro & Iovino, 2011) and the Java Cryptography packages which include java.security and 

javax.crypto (Java Platform, Standard Edition Security Developer’s Guide, n.d.).   
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• System initiation 

Users must register their account before using the secure data sharing application. After 

the registration is completed, users will receive an email sent from the CC. The email will 

provide the link for users to download the application, first time login password and 

Wc value. They then need to provide their user ID and password to perform mutual 

authentication with the CC. If users are first time login, they are required to do the first-

time setup which is to reset their password and provide the Wc value. Then, the system will 

generate params for executing the algorithms of mutual authentication. Subsequently, 

users provide their user ID and password to the system to execute mutual authentication. 

If users provide the correct information, then they will successfully log in. 

• File encrypting and sharing 

After the DO logs in successfully, the DO needs to provide a keyword which serves as an 

index for the file to be encrypted. The DO needs to select the DC as U and the group as V 

in order to share the data with them. After that, DO performs IBE.Encrypt. The 

IBE.Encrypt generates M ∈R G2, so the DO will use this M as a secret key and perform the 

symmetric encryption to encrypt the file that needs to be shared with the DC. Then, the 

DO uses WDO as a private key to perform symmetric encryption, encrypt the ciphertext M 

(CTM) and send the encrypted to file, CTM,IDDO,U,V and keyword then pass it to the CC.   

The CC receives the encrypted file, CTM,IDDO,U,V, and keyword. Since the CC knows the 

WDO , the CC can use it as a secret key to perform symmetric decryption to decrypt CTM and 

store the encrypted file, CTM, IDDO, U,V, and keyword.   

Finally, the DO will send the keyword to the users under list U and V as a notification to 

inform them that there is file to be shared with them. 

• File accessing and decryption 

After the DC logs in successfully, they need to provide a keyword to the CC for requesting 

the encrypted file and the related information. In this time, the CC will search the related 

keyword to make sure it exists. If such a keyword exists in the system, then the CC will 

determine whether the DC is authorised to receive the file by searching the list U and V. If 

access is permitted, then the CC will send CTM and the encrypted file to the DC.  

After the DO successfully receives the details from the CC, the DC needs to request the 

private key to decrypt the CTM in order to get the proper M′ to perform the symmetric 

decryption on the encrypted file. So, he needs to provide the keyword as an index to request 

the key from the PKG. Once the PKG receives a request from the DC, the PKG must 

determine whether the specified keyword already exists in the system. Then, the PKG will 

determine whether the DC is authorised to receive the key and to check if the DC is in the 
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list U or V for generating the proper private key. If access is permitted and the user is in 

the list U, then the PKG will execute IBE.Extract algorithm by using the MNDC  and UNDC 

to generate the private key Ki
(1)and send it to the DC. Otherwise, if the user is in the list V 

then the PKG will generate the private key Ki
(2).  

Finally, the DC will execute IBE.Decrypt by using the proper inputs and the DC will receive 

the M′. After that, the DC will use the M′ as a private key to execute symmetric decryption 

to decrypt the encrypted file that he requested from the CC. If M′ and M are the same value, 

it means that the DO and the DC are using the same key to perform the symmetric 

encryption and symmetric decryption. So, the DC will receive the correct original file by 

using the correct M′to decrypt the encrypted file.  

User Interface and Functionality 

Register 

Figure 3(a) shows the register interface for a user to register the account. The user needs to 

select the group and fill in the ID, phone number and email, then click the submit button to 

submit the information. The system will check whether the submitted information has been 

registered with the system. If not, the user will receive notification that client information is 

saved successfully (see Figure 3(b)) and get the email notification for downloading the secure 

data sharing application and the related details for login. 

 
(a) 

 
(b) 

Figure 3. (a) User registration interface; (b) Successfully registered 
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Login 

After the user downloads the application (see Figure 4(a)), the system will allow user input ID, 

password and cloud controller ID received from the previous email. If the user is first time 

login, then the system will navigate the user to first time login setup (see Figure 4(b)). The 

user needs to fill in the ID, new password and Wc value, and then click the submit button. After 

completing the first-time setup, the user needs to fill in the required information to log in. 

After submitting, the system will execute mutual authentication to check the user and CC. If 

successful, the user will navigate to the home page and receive notification of authentication 

success.  

Furthermore, the user clicks the change password button and the system will navigate to the 

change password page (see Figure 4(c)). The user is required to enter the ID, old password and 

new password to change the password. After completing the required information, the system 

will run a password renewal algorithm to change the user’s password.  

 
(a) 

 
(b) 

 
(c) 

Figure 4. (a) Login interface; (b) First time login interface; (c) Reset password interface 

Figure 5(a) shows the home page interface comprising five buttons: sharing/encrypt file, 

decrypt file, request file, request key and data analysis. Figure 5(b) is the interface of a 

sharing/encrypt file where the DO needs to enter a keyword as an index of an encrypted file 

and selects a user and a group list for them to access the encrypted file. After the selection, the 

user needs to click the encrypt file button, and the system will allow the DO to select which file 

the user intends to encrypt. Next, the system will run the IBE.Setup and IBE.Encrypt to 

generate the parameter M as a private key and use M to execute the Advanced Encryption 
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Standard (AES) to encrypt the file. After that, the system will request the DO to save the 

encrypted file on his phone (see Figure 5(c)) and the encrypted file and CTM will be sent to the 

CC. The CC will upload them to the cloud. Afterwards, the system will send an email 

notification to the user and the group selected by the DO. 

 
(a) 

 
(b) 

 
(c) 

Figure 5. (a) Home page interface; (b) Sharing/encrypt file interface; (c) Save the encrypted file 

When data consumers (DCs) request the file, they must click the request file button from the 

home page and fill in the keyword. After that, the CC will check if the DCs have been granted 

permission and send them the requested file. Figure 6(a) shows the user has permission to 

request the file and the requested file will be sent via email as shown in Figure 6(b). 

To request the key, the DCs must click the request key button on the home page and enter the 

keyword. After that, the PKG will check if the DCs have been granted permission, the PKG will 

run IBE.Extract and send them the requested private key. Figure 7(a) shows the user has 

permission to request the private key and the requested private key will be sent via email as 

shown in Figure 7(b). 

After the DCs successfully requested the encrypted file and private key, they need to click the 

button decrypt file in home page. Figure 8 shows the interface of a decrypt file. The DC needs 

to enter private key, keyword and DO ID. The DO ID is for the CC to decrypt the encrypted 

CTM to be sent to the device of the DC, then the system will use this CTM to run the IBE.Decrypt 

and generate the final value which is M’. After that, this M’ will be used as a secret key and the 

system will perform AES to decrypt the file. If the DC successfully decrypts the file by providing 

the true information, the system will require the DC to save the decrypted file on his device. 
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(a) 

 
(b) 

Figure 6. (a) Result of check DC permission request file; (b): Email notification file sent successfully  

 
(a) 

 
(b) 

Figure 7. (a) Result of check DC permission request private key; (b): Email notification private key successful 
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Figure 8. Decrypt file interface 

Performance Analysis 
IBADS is a protocol which employs IBE and AES to perform and achieve secure data sharing. 

Following is a discussion of the performance analysis of the IBADS protocol. The first analysis 

includes the execution time of the IBE scheme and include IBE.Setup, IBE.Extract, 

IBE.Encrypt, IBE.Decrypt in a java environment and mobile application environment. The 

second analysis includes the time required for encrypting and decrypting file in a mobile 

application environment. 

The analysis is performed using MacBook Air with M2 chip 3.49GHz with 16GB RAM running 

on macOS Monterey for IBE scheme in java environment. The analysis is performed using 

Xiaomi 12T with Snapdragon 8+ Gen1 Mobile Platform Octa-core Max 3.2GHz with 11GB 

RAM for IBE scheme and AES encryption in Android application environment. 

Performance analysis for IBE scheme 

It is important to note that Karati et al. (2018) adopted the Pairing-Based Cryptography 

Library to run the bilinear pairing cryptographic operations, while this project used the Java 

Pairing-Based Cryptography Library in the implementation. Thus, the execution time cannot 

be compared directly since different cryptographic libraries are used to implement the IBADS 

protocol, respectively. In order to achieve faster pairing computation, Type-A curve of group 

size 512-bit is chosen to compute the pairing. 

The performance analysis in Figure 9 shows that the IBE scheme running on the mobile 

application obtains good performance based on its running time. There is little difference 
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when compared to its execution on a computer. We also take into consideration that the 

technical specifications of the device will also affect the running time.  

Figure 9 depicts the performance of IBE algorithms, namely IBE.Setup, IBE.Extract, 

IBE.Encrypt and IBE.Decrypt. The X-axis represents the respective algorithms while the Y-

axis represents the time taken in milliseconds. The two-colour legend represents the Java 

platform and Android application platform, respectively. 

 
Figure 9. Performance of IBE scheme  

Performance analysis for secure data sharing 

 
Figure 10. Performance of AES encryption 

Similarly, Figure 10 shows that the AES encryption experiences good performance in the 

process of file encryption and decryption. This results in fast AES encryption runtime and less 

consumption of time in performing encryption and decryption in the mobile application. From 

this analysis, it is obvious that the IBADS protocol aligns with the characteristics of lightweight 

efficiency. This means the IBADS protocol can carry out encryption tasks on a mobile device 

swiftly and smoothly, assuring efficient running time and speed. 
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This analysis records the time taken using a 256-bit key to perform AES file encryption and 

decryption in the mobile application. In this analysis, the files used to run the AES encryption 

are 145 kilobytes (KB), 297 KB, 613 KB and 876 KB, respectively. 

Figure 10 presents the performance via Android application. The X-axis represents the file 

sizes to be encrypted and decrypted while the Y-axis represents the time taken in milliseconds. 

The two-colour legend represents the AES encryption time and AES decryption, respectively. 

Conclusion and Potential Future Work 
With the increasing number of users, the issue of secure data sharing in an untrusted cloud 

has become a major concern. It can lead to the privacy of users being unprotected, and the 

data of users being potentially stolen in a mobile cloud environment. Hence, this proposed 

application has implemented a secure data sharing protocol based on the IBADS protocol to 

ensure the data sharing process is secure and protected. The IBADS protocol performs 

lightweight computation operations and uses IBE as the main algorithms to perform the data 

sharing protocol. IBE is a user-friendly encryption based on using simple user identity as the 

public key to perform the encryption. It does not require the user to enter or obtain any public 

key prior to encryption. 

Future work would consider improving the algorithms of IBE.Encrypt and IBE.Decrypt such 

that they can be designed to perform one-to-many operations, meaning that the DO can 

encrypt a file and share it to multiple users and multiple groups at once. Considering the 

lightweight running requirement in Android applications, this adjustment needs to be 

improved carefully as the one-to-many operations will increase the running times accordingly. 

Also, the IBE scheme employed in the IBADS protocol is using Type 1 symmetric pairing 

G1  × G1  → GT to execute the pairing-based cryptography. This type of pairing is simpler to 

implement, but has a drawback in that it requires larger parameters for a given level of 

security, which can then lead to inefficiencies. For better performance, Type 3 asymmetric 

pairing G1  × G2  → GT should be used for better performance and security as it can provide 

smaller parameters for the same level of security. 
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Abstract: In the context of rising global urban security concerns and the growing use of 

surveillance cameras, this study aims to enhance individual identification accuracy in occlusion 

scenarios using deep learning. Four CNN-based models for person re-identification are 

analyzed and put into practice. Additionally, comparative studies are conducted, and the 

model’s performance is assessed using the Market-1501 and Occluded-Reid datasets. We 

propose the use of ensemble learning and convolutional neural networks (CNNs) to address 

occlusion issues. Our results show that the ensemble approach performs better in re-

identification tasks than traditional deep learning algorithms with an improvement of 1%–2% 

in mAP and Rank-1 scores, respectively. 

Keywords: Person re-identification, deep learning, ensemble deep learning 

Introduction 
Person re-identification is a crucial discipline in computer vision, tasked with matching a 

person’s identity across disparate surveillance cameras using different types of algorithms. 

This technology, which is essential for ensuring safety in crowded areas like supermarkets, 

airports, and cities, faces significant obstacles. Person re-identification in a multi-camera 

environment involves multiple camera setups to capture person identities in a certain location. 

As compared to a single camera setup, where person identities are caught in only one 

perspective, a multi-camera environment must capture the same person identity across 

multiple camera perspectives. With multiple camera perspectives, significant variations in an 

individual’s appearance, due to viewpoint variation, scaling problems and occlusion, make 

identifying a person more difficult. 

The most challenging of these obstacles is occlusion, the phenomenon where an object or 

person is completely or partially obscured, as it greatly reduces the visual information in an 
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image, because of interfering elements like pedestrians and moving objects (Wei et al., 2022). 

Although there are other factors that make this problem worse, like viewpoint and image scale 

variability, occlusion remains the main problem. Our research is built around the application 

of deep learning algorithms, with a focus on Convolutional Neural Networks (CNNs) and a 

straightforward ensemble learning technique. Ensemble learning, which combines 

predictions from various models, frequently improves performance. It is especially promising 

for tackling the issue of occlusion in person re-identification. Our study aims to shed light on 

challenging single-target, multi-camera settings plagued with occlusion issues. 

Related Works 
Person re-identification involves comparing identities across photos captured at different 

times and locations, a process referred to as multi-target multi-camera (MTMC) tracking, 

applied in fields like crowd analysis, traffic management, and municipal security (Shim et al., 

2021)  

Person re-identification in a single camera and multi-camera setting 

Person re-identification can be tackled from two different camera perspectives: one being from 

single camera settings; the other from multi-camera settings. For a single camera setting, 

Zhang et al. (2019) have managed to perform person re-identification by taking only a single 

camera perspective for training from a multi-camera dataset, such as Market-1501 or 

DukeMTMC-reID. 

Significant research has been dedicated to resolving person re-identification challenges in 

multi-camera settings. Numerous CNN-based methods have been proposed, with each 

introducing innovative techniques to improve re-identification accuracy. For instance, Zhou 

et al. (2019) developed an Omni-Scale Network (OSNet) to facilitate Omni-Scale feature 

learning. Despite its small model size, OSNet, capable of being trained from scratch on existing 

re-identification datasets, has shown to outperform larger models like ResNet50 (He et al., 

2015) and DenseNet (Huang et al., 2016). On the other hand, Yan et al. (2021) proposed a re-

identification model that employs a bounded distance loss on occluded data to learn 

pedestrian features. In addition, the research presented in He et al. (2019) integrates pyramid 

pooling with a Full Convolution Network (FCN), achieving an impressive accuracy of 95.42% 

on the Market-1501 dataset. Lastly, the work by Wang et al. (2020) merges a CNN model with 

an adaptive direction graph, achieving a promising accuracy of 55.1% on the Occluded-Duke 

dataset. 
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Deep-learning-based Person Re-identification approaches 

The two main approaches to person re-identification are hand-crafted features and deep 

learning-based methods. Hand-crafted features encompass low-level, mid-level, and high-

level semantic representations but are less utilized recently due to complications with lighting 

changes and occlusion (Wei et al., 2022).  

 
Figure 1. Deep-Learning-Based Person Re-identification Methods 

Deep learning, on the other hand, has gained popularity and can be categorized into deep 

metric learning, local feature learning, generative adversarial learning, and sequence feature 

learning (Ming et al., 2022), as shown in Figure 1.  

Deep metric learning focuses more on training a deep neural network to learn a distance 

metric, thereby assisting in accurately measuring the similarity between different identities of 
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an image. However, deep metric learning requires a considerable amount of data to perform 

well and can struggle with overfitting in smaller datasets (Kaya & Bilge, 2019). Local feature 

learning focuses on robust features to combat certain challenges, such as pose, illumination 

and clothing changes. Although local feature learning provides consistency in identification 

on appearance changes, it sometimes still suffers a variation in pose and background clutter 

(Wang et al., 2018). On the other hand, generative adversarial learning uses a generative 

model to create new images and a discriminative model to distinguish real from generated 

images. While generative adversarial learning is useful for data augmentation, it commonly 

suffers from poor interpretability of neural networks (Wang et al., 2017). Finally, sequence 

feature learning is designed to extract features from sequences of pedestrian images. It is 

useful in video-based person re-identification. However, it requires a large amount of 

sequential data and can be computationally expensive (Wei et al., 2022).  

Recently, newer deep learning-based solutions for person re-identification have emerged, 

including Convolutional Neural Network (CNN) based solutions, attention-based solutions, 

and self-attention-based solutions. CNN-based solutions leverage the deep learning 

capabilities of CNNs, using a series of convolutional layers to progressively learn image 

attributes and their surroundings. However, the performance of CNNs is heavily reliant on 

image quality (Karahan et al., 2016). For example, if the training data consisted of image 

degradation such as occlusion, the model tends to perform much worse compared to non-

occluded scenarios. Attention-based solutions focus on specific attributes, ignoring less useful 

background information. While effective at enhancing focus on critical details, attention-

based solutions lacked semantic information from the local feature regions that they are 

extracting from, making it difficult to comprehend (Wei et al., 2022). Self-attention-based 

solutions employ transformers and multi-head self-attention mechanisms to learn image 

embeddings. These solutions provide promising results but can be computationally heavy and 

less effective on smaller datasets due to their high-capacity models. 

Datasets for Person Re-identification 

In this research, we have decided to focus on the Market-1501 and Occluded-ReID datasets, 

which examine occlusion in person re-identification. A vast collection of 32,668 images from 

1,501 different identities can be found in the exhaustive Market-1501 dataset developed by 

Zheng et al. (2015). In addition, the Occluded-ReID dataset created for occlusion scenarios by 

Zhuo et al. (2018) will be crucial for the needs of this study. The numerous other datasets that 

are readily available and contribute to the rich diversity in the field of person re-identification 

must also be mentioned. Examples of this kind include the CUHK01 and CUHK03 datasets by 

Li, W. et al. (2018) and the DukeMTMC-ReID by Ristani et al. (2016), all of which vary in the 
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number and variety of images and identities they contain. The MSMT-17 dataset, also by Wei 

et al. (2017), stands out as the largest dataset currently available, while the VIPeR dataset by 

Gray et al. (2007) poses difficulties in terms of real-world conditions despite its smaller size. 

Each dataset presents distinct characteristics and difficulties, opening the door for numerous 

studies and developments in the field (see Table 1).  

Table 1. Datasets for image-based person re-identification 

Dataset Number of 
identities 

Number of 
images 

Number of 
cameras 

Market-1501 
(Zheng et al., 2015) 

1501 32,668 6 

DukeMTMC-ReID 
(Ristani et al., 2016) 

1,852 22,515 8 

CUHK01 
(Li, W., et al., 2018) 

971 3,884 2 

VIPeR 
(Gray et al., 2017) 

632 1,264 2 

CUHK03 
(Li, W., et al., 2018) 

1,360 13,614 6 

MSMT-17 
(Wei et al., 2017) 

4,101 126,441 15 

Occluded-ReID 
(Zhuo et al., 2018) 

200 2,000 1 

 

Table 2. Datasets for video-based person re-identification 

Dataset Number of 
identities 

Number of 
images 

Number of 
cameras 

DukeMTMC-VideoReID 
(Wu et al., 2018) 

702 2,196 training 
videos and 2,636 
test-related videos 

8 

MARS 
(Zheng et al., 2015) 

1,261 1,191,003 8 

iLIDS-VID 
(Li, M., et al., 2018) 

300 22,000 2 

 
Several important datasets in the field of video-based person re-identification deserve to be 

noted as well. A sizable collection of 2,196 training videos and 2,636 test-related videos for 

702 identities are available in the DukeMTMC-VideoReID dataset (Wu et al., 2018). The 

MARS (Zheng et al., 2015) dataset is notable for its size, containing over 1.19 million images 

from 1,261 distinct identities, captured from 8 camera viewpoints. The iLIDS-VID dataset (Li. 

M., et al., 2018) contains 22,000 images spread across 300 identities, recorded from 2 camera 

views, and presents a condensed yet difficult environment for video-based re-identification 
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studies. Each dataset (see Table 2) adds unique features and insights that broaden the scope 

of research on video-based person re-identification. 

Challenges in Person Re-identification 

    
(a)   (b)   (c) 

Figure 2. Challenges in Person Re-identification (a) Occlusion; (b) Viewpoint variation; (c) Scale issues 

Despite being heavily researched, person re-identification presents challenges, such as the 

need for more camera perspectives, high cost of data labelling for unsupervised approaches, 

accuracy of manual labelling, and handling appearance features, like clothing similarity or 

attire changes. In person re-identification, there still exist many issues that affect the 

performance of person re-identification, which we will highlight. One of them is occlusion, as 

seen in Figure 2(a).  

Occlusion happens when a person is blocked by an overlapping object that can lead to 

inaccurate information from an image. In a person re-identification scenario, people are often 

occluded by environmental objects, such as a traffic sign board, vehicles in a parking lot or 

simply by other pedestrians. When a person is occluded, or when a portion of their body is 

hidden from view, the features that are extracted from the entire image may contain some 

distracting information and result in errors if the model cannot differentiate between the 

individual region and the occluded region (Zahra et al., 2022). 

Another problem that arises for an image when conducting person re-identification is 

viewpoint variation. Viewpoint variation is when a person appears in different positions of the 

capturing camera, as illustrated in Figure 2(b). It is challenging to create a model with great 

generalizability, because a person’s visual appearance can change depending on the angle and 

proximity from which they are photographed by various cameras.  

The final issue that arises when conducting person re-identification is scale differences. Scale 

difference is when an object appears to be in a smaller or larger form, as seen in Figure 2(c). 

The issue of scale difference is a challenging one to resolve, because image appearances are 
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greatly influenced by a given camera setting. Instead of using a multiple-scale technique, most 

person re-identification methods use a fixed-scale approach (Ahmed et al., 2015; Li et al., 

2014).  

Deep ensemble learning 

Deep ensemble learning has become an effective machine learning technique in recent years, 

providing a solid way to improve model performance (Serbetci & Akgul, 2020; Yang et al., 

2018). By utilizing the strengths of multiple learning models, this method lowers the risk of 

overfitting to training data, increasing robustness and generalizability. As a result, deep 

ensemble learning has demonstrated to be helpful in several challenging tasks, including 

person re-identification. 

In the context of person-reidentification, ensemble approaches are employed to take 

advantage of the strengths of multiple person re-identification models or methods to 

overcome some of the limitations of individual methods. An ensemble of deep learning-based 

person re-identification models can contain a mixture of CNN models, attention mechanism 

models, self-attention mechanism models, and other types of models (Mauldin et al., 2019). 

By strategically combining these different approaches, an ensemble model can potentially 

overcome some of the limitations of the individual approaches. For instance, while CNNs can 

sometimes overlook critical local features, attention mechanisms can help focus on these 

details. Conversely, where attention mechanisms may overemphasize certain regions and 

neglect others, the global feature learning capability of CNNs can balance this out. The self-

attention mechanism, with its focus on relationship between all parts of an image, can further 

enhance this balance, adding a comprehensive understanding of the image context. 

One key consideration when designing an ensemble model is the issue of diversity. Having a 

diverse set of person re-identification models can make the ensemble more robust and 

improve its generalization capabilities. This is because different types of models can excel in 

different aspects of a person re-identification task and be able to compensate for each other’s 

weaknesses. However, ensemble learning comes with its own challenges. It is more prone 

towards overfitting (Li et al., 2019) and more computationally expensive compared to single-

model person re-identification approaches. Additionally, ensemble learning also requires 

careful design and tuning to ensure that the base person re-identifications are complementary 

with each other and that their outputs are combined in an effective way. Some of the methods 

of approaching ensemble learning are dropout ensemble, snapshot ensemble and boosting. 

Deep ensemble learning has been investigated for person re-identification in a few notable 

studies. In Srivastava et al. (2014) and Singh et al. (2016), a regularization technique called 

dropout is often used and seen as a form of ensemble learning. During training, dropout 
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involves randomly “dropping out” or deactivating a proportion of neurons in the network. 

Apart from that, snapshot ensemble can also be seen being used by Garipov et al. (2018). 

Snapshot ensemble involves saving model parameters at several points during training, and 

then averaging their predictions. Boosting is also another ensemble technique that involves 

training several models sequentially, where each model learns from the errors of its 

predecessor. Li et al. (2019) utilized boosting by adaptively assembling features and metrics 

from a ranking perspective. 

Research gap 

Currently, the training strategies employed for ensemble learning models often necessitate the 

independent training of multiple deep learning networks. This can prove to be 

computationally expensive and raises the question of whether there could be more efficient 

approaches to use ensemble deep learning. In addition, despite noteworthy advances in the 

field, occlusion remains a substantial problem in person re-identification. The existing 

research field is notably insufficient when it comes to addressing occlusion issues through 

ensemble deep learning. While past studies (Serbetci & Akgul, 2020) have demonstrated that 

ensemble learning can significantly boost the performance of person re-identification in 

general datasets like Market-1501, its implementation in occlusion-based datasets, such as 

Occluded-Reid, remains in a premature stage. This underlines an urgent need for more 

intensive research in this area. Therefore, we propose a baseline solution for a simple 

ensemble learning method called model averaging for other researchers to implement this 

technique and possibly improve their own person re-identification models. 

Research Methodology 

Data collection 

For this research, we use publicly available datasets. The Market-1501 dataset (Zheng et al., 

2015) is used for image-based person re-identification. It comprises 1,501 IDs and 32,668 

bounding boxes. As an attempt at solving the problem of occlusion in person re-identification, 

the Occluded-Reid dataset (Zhuo et al., 2018) will be used. This dataset consists of 2000 

images of 200 occluded identities. Each identity contains 5 full body person images and 5 

occluded person images. 

Data pre-processing and feature extraction 

Data splitting and feature extraction will both be applied to the chosen datasets. Each dataset 

has a distinct split that was established by the dataset’s creators, and this study will abide by 

that split. Consider the 32,668 image Market-1501 dataset as an illustration. Of these images, 

http://doi.org/10.18080/jtde.v11n4.773


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.773 121 
 

12,936 will be used for training, 3,368 as the query set, and the remaining 15,913 will be used 

as the gallery set. The Occluded-Reid dataset uses occluded person images as query, full-body 

person images as the gallery, and randomly divided identities with half going to training and 

the other half going to testing. 

 
Figure 3. Feature extraction using OSNet (Zhou et al., 2019) 

Following the data splitting procedure, feature extraction is done to extract important 

attributes from the source data. The research’s feature extraction procedure is dependent on 

the model being used. For example, if we are choosing the OSNet model, it performs two 

functions: it extracts features; and acts as a predictive model. In other words, the model does 

not require any additional feature extraction algorithms or manual intervention to extract 

pertinent features from the input data directly. It is crucial to remember that the features that 

are extracted have an unbreakable connection to the particulars of the selected model. For 

instance, based on Figure 3, depending on the nature and depth of its architecture, it might 

extract features from the input data such as the clothing information of a specific identity. In 

this method, the internal layers of the loaded model’s architecture are used to automatically 

identify and extract significant features from the data. The subsequent phases of model 

training and testing make use of this extracted data. 

Model training and testing 

We implement the deep learning method known as CNN for model training and testing. The 

goal is to uniquely classify person images based on the specified dataset. Model configuration 

also includes choosing an optimizer and loss function. In the model training and testing phase, 

a selection of baseline models provided by the torchreid library (Zhou et al., 2019), including 

ResNet50 (He et al., 2015; Xie et al., 2016), OSNet (Zhou et al., 2019) and its variations, 

DenseNet (Huang et al., 2016), and others, will be utilized.  

The primary reasons for selecting these models are threefold. Firstly, these models have been 

extensively validated in the literature and have demonstrated high performance in a range of 

computer vision tasks, including person re-identification. Their robust performance is 

attributed to their unique architectures that allow for the extraction of hierarchical, multi-
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scale features, which are crucial in the context of person re-identification. Secondly, these 

models provide a diverse set of architectures for comparison and ensemble learning. 

ResNet50, for instance, introduces a residual learning framework to ease the training of 

networks, while DenseNet connects each layer to every other layer in a feed-forward fashion, 

enabling feature reuse. On the other hand, OSNet incorporates omni-scale feature learning 

into deep neural networks, making it highly effective for person re-identification. The diversity 

in architecture not only allows for comprehensive comparison but also increases the potential 

for ensemble learning to achieve more robust results. Finally, these models are readily 

available in the torchreid library (Zhou et al., 2019), making them convenient to employ in our 

research framework. The availability of these models, along with the necessary training and 

evaluation utilities, reduces implementation time and allows for a focus on the experimental 

design and results analysis. 

 
Figure 4. Framework of the model training and testing process 

Loss function and optimizer 

We used the Triplet loss engine, which is renowned for its effectiveness in person re-

identification tasks, during the training and testing phases of our models (Hermans et al., 

2017). By enhancing anchor-positive-negative triplets, this function increases the capacity of 

learned embeddings for discrimination. The Adam optimizer (Kingma & Ba, 2014) was used, 

and its learning rate was set to 0.0003, because it has a track record of success (Zhou et al., 

2019) and is computationally efficient for deep-learning model training. These 

hyperparameter selections, along with our choice of deep learning models, were made with 

the goal of creating a robust and effective system for person re-identification. 
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Simple ensemble learning 

This study makes use of Model Averaging (Srivastava et al., 2014), a type of ensemble learning 

technique. The predictions of various models are combined in this method, which is renowned 

for its effectiveness in improving model performance. This is accomplished by averaging the 

results from each model in a way that lowers variance, encourages generalizability, and 

minimizes the risk of overfitting.  

Model averaging is used in this study in a novel way. We combine the unique predictive power 

of two distinct models by averaging the features they extract, as opposed to averaging 

predictions. By encapsulating each model’s unique strengths in a new feature space, this 

process increases the robustness of the resulting ensemble model. While not explicitly tailored 

to occlusion, viewpoint variation, or scale differences individually, we have conducted 

comprehensive evaluations, including testing on an occlusion-focused dataset. The results, 

presented in a subsequent section, demonstrate notable effectiveness in addressing challenges 

posed by occluded images. The Euclidean metric is used to calculate a distance matrix after 

averaging the features. This matrix measures how different each pair of features from the 

query set and the gallery set are from one another. The foundation for subsequent evaluation 

tasks is provided by this integral computation, demonstrating how model averaging can be 

creatively used to support person re-identification efforts.  

Integration of learners from CNN 

As we highlight the use of model averaging, we also need to explain how this ensemble 

approach is specifically customized for our use case. We purposefully include CNNs as the base 

learners in the group. Notably, the superior individual performance of OSNet models is the 

main factor in CNN selection. OSNet models, as proposed by Zhou et al. (2019), exhibit 

remarkable capabilities in extracting intricate features from complex data. These models have 

demonstrated robustness and high accuracy as standalone entities. In our ensemble 

framework, we leverage the inherent strengths of OSNet models, combining OSNet with its 

sub-models, such as OSNet_x0_75, with OSNet_x1_0, which we can observe in the result 

subsection later. The individual strengths of OSNet models—which demonstrate high mAP 

scores, Rank-1, Rank-5, Rank-10, and Rank-20 accuracy metrics on the Market-1501 dataset—

are the main justification for using them. Our goal is to leverage the complementary features 

of two different OSNet models to improve the performance of the ensemble model in a 

synergistic way. As the following model comparison section shows, this strategic combination 

works especially well for addressing issues like occlusion. 
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Model evaluation 

Two metrics are employed for evaluating the performance of the models: the CMC curve and 

the mAP score. 

● Cumulative Match Characteristic (CMC) Curve: The CMC curve provides a visual 

representation of the identification job’s performance by comparing the number of 

candidates returned with the probability of accurate identification (Paisitkriangkrai et 

al., 2015). The curve is generated by determining the accuracy of the top-k retrieved 

images in the test set containing the query identity. Based on Figure 5, the accuracy of 

Rank-1 will increase generally because the first image is a correct prediction based on 

the query. But as the rank gradually increases, for example in Rank-5, the first 5 images 

will be taken to evaluate the prediction based on the query. As we can observe, the first 

5 images contain 3 wrong predictions, making the accuracy at Rank-5 decrease. 

 
Figure 5. Predictions made by a model based on query image. 

● Mean Average Precision (mAP) Score: The mAP score calculates the average precision 

for each query image. It considers the number of correct person retrievals, helping 

gauge the model’s performance at retrieving more accurate people and ranking the 

correct person higher in the list of retrieved images. 

Calculation Results and Discussion 
When examining the person re-identification task on the non-occluded dataset, the OSNet 

ensemble model surpasses other individual models, achieving a mAP score of 80.6%, and 

Rank-1, Rank-5, Rank-10, and Rank-20 accuracies of 93.1%, 97.5%, 98.5%, and 99.1%, 

respectively. In addition, when compared to single architecture models, our model seems to 

be the best performing among them all. Our model’s performance is likely due to the ensemble 

model’s ability to leverage the distinct strengths of multiple models, thereby enhancing its 

adaptability and generalization capabilities (Perin et al., 2020). Such strengths make it an 

effective approach in handling the unique challenges posed by person re-identification tasks. 
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Table 3. Comparison of rank 1/5/10/20 on the Market-1501 dataset  
(*Result highlighted in bold is the best performing in our experimentation)  

Dataset Market-1501 

Model Name mAP 
score 

Rank-1 Rank-5 Rank-10 Rank-20 

DenseNet121 (Huang et al., 2016) 64.0% 83.3% 92.4% 94.9% 96.7% 

DenseNet169 (Huang et al., 2016) 65.8% 84.2% 92.8% 95.2% 96.7% 

DenseNet201 (Huang et al., 2016) 63.5% 81.9% 91.8% 94.4% 96.2% 

ResNet101 (He et al., 2015) 67.8% 84.1% 93.9% 95.9% 97.4% 

ResNet50 (He et al., 2015) 67.6% 84.6% 93.5% 96.3% 97.8% 

ResNext50 (Xie et al., 2016) 67.9% 84.8% 93.4% 95.7% 97.6% 

OSNet_x0_75 (Zhou et al., 2019) 76.4% 91.3% 97.1% 98.3% 98.7% 

OSNet_x1_0 (Zhou et al., 2019) 79.5% 92.5% 97.2% 98.3% 98.9% 

OSNet Ensemble 80.6% 93.1% 97.5% 98.5% 99.1% 

 

Table 4. Comparison of rank 1/5/10/20 for state-of-art models on the Market1501 dataset  

Dataset Market-1501 

Model Name mAP 
score 

Rank-1 Rank-5 Rank-10 Rank-20 

OSNet Ensemble 80.6% 93.1% 97.5% 98.5% 99.1% 

PAT (Li et al., 2021) 88.0% 95.4% - - - 

GASM (He & Liu, 2020) 84.7% 95.3% - - - 

 
However, when compared to sophisticated state-of-the-art architecture, our ensemble model 

tends to fall off in terms of mAP score and Rank-1. This might be because GASM leverages 

spatial features that can help extract rich information from the input data, creating a more 

effective person re-identification model. Apart from that, PAT might perform better because 

of its dealing with occlusion. The model addresses occlusion using part discovery, which is 

useful in crowded scenarios, making the model learn and recognizing individual parts. 

For this occlusion-based dataset, ensemble learning also helps improve the general 

performance of the person re-identification model. For comparative analysis, we have 

benchmarked our results against other state-of-the-art CNN methods, such as AFBP (see 

Table 5). Numerically, the ensemble model exhibits the highest mAP score at 56.0% compared 

to the individual models, suggesting superior average precision across all queries. 
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Furthermore, when compared to more sophisticated methods, such as AFBP, it achieves a 

comparable performance across Rank-n accuracy, attaining Rank-1, Rank-5, Rank-10, and 

Rank-20 scores of 62.8%, 81.8%, 88.4%, and 93.4% respectively. This can be because 

ensemble learning can reduce model variance (Rajaraman et al., 2019) by optimally 

combining predictions from multiple models. 

Table 5. Comparison of rank 1/5/10/20 on the Occluded-Reid dataset 
(*Result highlighted in bold is the best performing in our experimentation)  

Dataset Occluded-Reid 

Model Name mAP 
score 

Rank-1 Rank-5 Rank-10 Rank-20 

DenseNet121 (Huang et al., 2016) 49.6% 54.2% 73.2% 81.2% 86.6% 

DenseNet169 (Huang et al., 2016) 55.0% 61.8% 78.8% 85.0% 90.0% 

DenseNet201 (Huang et al., 2016) 55.4% 60.2% 80.4% 86.6% 90.8% 

ResNet101 (He et al., 2015) 41.1% 43.8% 62.4% 72.2% 79.8% 

ResNet50 (He et al., 2015) 45.7% 49.8% 67.8% 78.2% 86.6% 

ResNext50 (Xie et al., 2016) 50.4% 55.0% 74.2% 80.8% 87.8% 

OSNet_ibn_x1_0 (Zhou et al., 2019) 53.6% 58.8% 77.4% 84.4% 90.4% 

OSNet_x1_0 (Zhou et al., 2019) 51.8% 60.4% 76.6% 84.0% 90.8% 

OSNet Ensemble 56.0% 62.8% 81.8% 88.4% 93.4% 

AFBP (Zhuo et al., 2018) - 68.14% 88.29% - - 

 

Conclusion 
For this occlusion-based dataset, ensemble learning also helps improve the general 

performance of the person re-identification model. For comparative analysis, we have 

benchmarked our results against other state-of-the-art CNN methods such as AFBP. 

Numerically, the ensemble model exhibits the highest mAP score at 56.0% compared to the 

individual models, suggesting superior average precision across all queries. Furthermore, 

when compared to more sophisticated methods such as AFBP it achieves a comparable 

performance across Rank-n accuracy, attaining Rank-1, Rank-5, Rank-10, and Rank-20 scores 

of 62.8%, 81.8%, 88.4%, and 93.4% respectively. This can be because ensemble learning can 

reduce model variance (Rajaraman et al., 2019) by optimally combining predictions from 

multiple models. 
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Abstract: Teresa Corbin’s name was synonymous for many years with consumer advocacy in 

Australian telecommunication in her role as CEO of Consumers’ Telecommunications Network 

(CTN) from 2003 and Australian Communications Consumer Action Network (ACCAN) from 

2010. In November 2021 Teresa joined Telstra Corporation Ltd as their Chief Customer 

Advocate. Here she speaks with Robert Morsillo about her new role, its opportunities and 

challenges, and how she sees Australian consumers engaging with telecommunications and the 

digital economy. 

Keywords: Customer Advocate, Telecommunications, Telstra Corporation Ltd 

Interview 
This interview with Teresa Corbin, Telstra’s Chief Customer Advocate, was conducted by 

Robert Morsillo via video conference on 27 November 2023. 

[Morsillo] Thanks for your time, Teresa. It must have been a big change from working in a 

small not-for-profit community organisation to a large corporate. What has your 

experience been like? 

[Corbin] Well, I would say that the first year was really fascinating, because what I expected 

was quite different to the reality. I had thought that people in large companies were driven 

by different things and must be interested in very different problems. However, even 

though obviously you’re thinking about shareholders instead of members (when I was CEO 

at ACCAN [Australian Communications Consumer Action Network]), the problems and 

issues are not as vastly different as you think. The reality is still the same. We’re still talking 

about limited resources and the same telecommunications environment, the same 

challenges for customers with vulnerable circumstances – none of that has changed. It‘s 
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just that you’re working on the problems from a different angle. And even though you’re 

now inside the telco you should be able to have the same if not better impact on what’s 

happening. So, I guess it’s my role that has shifted rather than the problems or issues having 

shifted. It’s the way I engage with the problems or issues that is different. 

[Morsillo] Only a few organisations in Australia have a Chief Customer Advocate or similar 

role. Why has Telstra decided to maintain such a function? 

[Corbin] I’m not the first person in the role of Customer Advocate at Telstra, though Telstra is 

the first telecommunications provider in Australia to have such a position. When I was 

thinking about taking up the role and talking to people who set up the position, it was clear 

that Telstra already does an enormous number of things to listen to customers. The 

question is: what’s missing in that existing mix? I think Telstra realised that they could do 

with having an independent perspective all the time, not just every three or six months 

when they’re having a particular stakeholder meeting or when there is a set agenda to ask 

specific questions — but to be able to have issues raised independently on the fly while the 

company is dealing with and grappling with some really challenging matters. And so, it’s 

probably just the next step along the line of how you listen most effectively to consumers 

and to customers. The banks have Customer Advocate roles, and the Royal Commission 

was a prompt. While telecommunications hasn’t had that sort of inquiry, I think that 

everybody could see that there were some good things coming out of the fact that there were 

customer advocates in banking and financial services and that was something that Telstra 

could benefit from. 

[Morsillo] Telstra has a very large customer base, including small businesses and large 

enterprises. How do you decide where to focus your efforts? 

[Corbin] What we do is try to work out where we can have the most impact – and that means 

focussing on customers that are really struggling to stay connected. It aligns with Telstra’s 

purpose “to build a connected future so everyone can thrive”. It’s a focus on customers in 

vulnerable circumstances. Telstra has existing detailed advocacy and work going on 

internally in relation to People with a Disability and First Nations people – not just as 

customers but in relation to employees through our Accessibility Action Plan and 

Reconciliation Action Plan. And there’s also been an enormous program with low-income 

measures for a long time. So, it’s looking at where the gaps might be as new services and 

products get created and as some products get retired. What does the new environment 

look like and how do we make sure that the products and services meet the needs of 

customers? Rather than trying to pick out specific areas, we’ve tried to develop a strategy 

that provides a framework of fairness and inclusion, some overarching perspectives, and 
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then educate the business that this is the role of the Customer Advocate. If you think that 

something you’re working on might raise questions that you are not sure of in this regard, 

come and talk to the Customer Advocate so that we can try and look at the issues before 

they become a problem. It’s not just a question of addressing problems but trying to prevent 

problems as well. 

[Morsillo] What are you seeing as the biggest issues for consumers of telecommunications 

services and digital platforms in Australia today? 

[Corbin] Probably the one that we’re most interested in, no surprise, is artificial intelligence 

(AI) and how that impacts on consumers’ connectivity and digital capability. While we work 

on accessibility, availability and affordability, the truth is that if we haven’t improved digital 

capability then none of those things matter. You kind of need to have all four addressed to 

ensure that people can stay adequately connected. And when I say adequately connected, 

we’re not just talking about having a connection, you must have enough data and you must 

have the right kind of devices to access it. So, the complexity of these services is not 

reducing, and neither is the cost, even though the accessibility and availability are gradually 

improving. Going forward, we need to focus more on affordability and digital capability 

because the capabilities piece is constantly shifting. And AI has highlighted this all to us. 

The main issue is whether consumers can deal with the impacts of AI in all the apps and 

platforms that are using it. What does it mean for privacy? For online search? What’s 

happening to your data that’s for sale? You need to understand a lot more about how it all 

works to get what you need. And so that comes back full swing to capability. You may not 

need to know everything about digital, but you do need digital skills in whatever your sphere 

of life is, like accessing government services, or education, if that’s where you are in your 

life or employment. 

[Morsillo] What’s a typical day-in-the-life of a Chief Customer Advocate look like? 

[Corbin] Well, I spend a lot of time talking to various people who are working on lots of 

different things throughout the company. So, I get visibility of the enormous range and 

scope of the company, which can be quite a challenge when I think I was working in an 

organisation of 20 people previously, compared to more than 20,000 people now. So, on 

any day I’m grappling with scale, I’m grappling with how do I have impact amid such huge 

scale? 

The other thing that I do that is important to my role is to spend as much time as I can on 

the front line by going to the Telstra stores, spending a day with a field services technician, 

and visiting contact centres. It’s useful for me to understand how Telstra’s systems and 

processes work with the staff that are providing services to our customers. The other thing 
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I do is spend a lot of time talking to our stakeholders: consumer representatives, charities, 

organisations that are supporting the type of customers that I’m worried about staying 

connected and understanding what the trends are that they’re seeing. And then, last but by 

no means least, I spend a lot of time engaging with the senior leadership at Telstra to talk 

through what I’m seeing, what I think are really important issues that they need to be across 

and aware of. 

[Morsillo] What have you found most difficult about the role of Chief Customer Advocate? 

[Corbin] So, the scale of the business is challenging, but somebody said to me early on: don’t 

worry so much about the complexity of the place, just focus on what you know, the small 

things you want to achieve and the messages you want to get across. But something I’ve 

found even more challenging, which I’ve had to accept, is that my role sits in tension. I’m a 

go-between, which means you’re never going to entirely please everyone in Telstra about 

what you’re saying and you’re never going to entirely please everybody in the consumer 

movement. But you do have more visibility than most about the challenges and the 

problems that are being faced both internally and by our customers, and so the greatest 

challenge is turning that into a message on either side that has traction and gets outcomes. 

I feel like I have trust, but it’s more than just trust. You have to turn that trust into outcomes 

and the amount of time and resources that takes from so many different people can be 

incredibly challenging. 

[Morsillo] Is it possible to maintain an independent point of view, “holding Telstra to account”, 

after having been a Telstra employee for a time? 

[Corbin] Well, I think that that’s always going to be a challenge for anybody that works in a 

commercial company. After all, you’re an employee. So, there’s been a few things when I’ve 

had to step back and think to myself: hang on, maybe there needs to be another level of 

independence brought to this piece. So, for example, there’ve been a few times when I’ve 

engaged more directly with the Telecommunications Industry Ombudsman (TIO) on an 

issue, because I’ve felt that there needed to be an extra level of oversight that I couldn’t 

provide. And secondly, I think that it’s quite important to just invite people to hold you to 

account and to ask you those tough questions. Even though I might not always be able to 

answer them, and I might not always be comfortable answering them, I think the fact that 

they get asked to me means that I’m continually reflecting on how independent I am being. 

How honest am I being? Am I giving the easy answer? I think that comes back to the point 

about tension. You have to continually think it’s not about sending somebody away satisfied 

necessarily. It’s about making sure that the right information is getting in front of the right 

people. 

http://doi.org/10.18080/jtde.v11n4.908


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.908 135 
 

[Morsillo] As CEO of CTN and ACCAN, you were involved in public policy debates for the 

telecommunications industry. Are you still able to do this in your role at Telstra? 

[Corbin] Yes! In fact, I was very excited last week to participate in the submission for the draft 

financial hardship standard that is going to the Australian Communications and Media 

Authority (ACMA). Obviously, there are lots of voices in Telstra that contributed to that 

submission, but I was really pleased to be asked specifically as Customer Advocate what a 

consumer perspective might be and that led to an improved submission. So, yes is the 

answer. 

[Morsillo] Not many consumer advocates choose to go to work on the “inside”. How do you 

think your position is regarded by those advocating on the “outside”? 

[Corbin] Well, one issue is they can’t necessarily see everything that you do on the inside. 

There’s only so much you can share. That’s just the reality of working in a commercial 

entity. Sometimes I find that a little bit hard. But I’ve also been impressed with how much 

Telstra does share externally. More than I thought we would, but we do. I think it’s OK for 

some consumer advocates to be unhappy about what they might perceive as what you’ve 

done, because you’re taking a slightly different approach when you’re a Customer Advocate. 

You do have to be effective in the company, which means you can’t be an activist. You’re 

there as part of the company doing the work, right? Advocates externally play their part as 

well. But it doesn’t mean that internally you’re not raising those very same issues or making 

sure that they are front and centre, but you’re not going to necessarily be drawing lots of 

attention to the fact that you’re doing so, because it’s a different role. 

[Morsillo] What are you most proud of achieving so far after these couple of years? 

[Corbin] I’ve been working on a major report on customer vulnerability from Telstra’s 

perspective. It covers what Telstra does and what I think the company might be able to do 

a bit better or a bit more of. It tries to provide a transparent, honest perspective about where 

Telstra is at, mistakes and all, and how some of those things have impacted customers who 

are in vulnerable circumstances. So, I’m very proud of that report, due to be released soon. 

It’s a lot longer than I thought it would be, even though I probably understand more than 

most how much Telstra does. But what is really awesome is that the company is looking at 

making it a regular event, part of our suite of annual reporting, to track progress. So, there’s 

some real accountability about what we are and aren’t doing, and it will make it a lot better 

for consumer representatives to engage with Telstra because they can understand where 

the starting point is. This is a way to make sure that people will know where Telstra sits in 

relation to these things and hopefully it might drive better practices throughout the 
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industry and potentially a better conversation about what is best practice. I’ll be very proud 

of that. 

Of course, there are a couple of other things that have been great, like Telstra moving to 

offer more flexible payment options beyond direct debit for its Upfront Plans. It might seem 

like a small thing, but it’s quite a significant achievement. And, further, when I put the 

report together, I realised that there are quite a lot of things that have been improving, 

which you lose sight of when you’re in there working on the details. So that’s another reason 

why an annual report is a really good idea. 

[Morsillo] Thank you, Teresa. 

For more information, including Teresa Corbin’s report, visit https://www.telstra.com.au

/aboutus/community-environment/chief-customer-advocate.  
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Abstract: On Thursday, 21 September 2023, TelSoc hosted an online event to discuss a 

number of important developments involving the Telecommunications Industry Ombudsman 

(TIO). The first development was the continuing reduction in the number of complaints by 

consumers about the services provided by telecommunications operators.  

The second development is that the TIO has called for a different model – direct regulation – 

to be adopted for regulation in the sector where it impacts consumers. This call has occurred at 

a time when the Telecommunications Consumer Protection Code is progressing through the 

approval stages. Over the past twenty-five years in Australia, the preferred approach to the 

development of industry codes of practice has been largely by the industry, with subsequent 

regulatory adoption by the ACMA. Is this model serving Australia well in the current 

environment? 

Keywords: Telecommunications regulation, Telecommunications Industry Ombudsman, 

Ombudsman, Digital Platforms  

 

Introduction 
This is a transcription (lightly edited) of Cynthia Gebert’s speech to TelSoc on 21 September 

2023. 

I acknowledge the Traditional Owners of Country throughout Australia, and recognise their 

enduring connection to land, water, culture and community. I pay my respects to Elders past 

and present, for they hold the memories, the traditions, the culture, and the hopes of First 

Nations People. Sovereignty has never been ceded; this always was and always will be 

Aboriginal land. 
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Good morning everybody. I would like to thank TelSoc President, Jim Holmes, for inviting me 

to speak today. I hope I can do this subject matter justice.  

I would also like to welcome my co-presenter, Dr Karen Lee, from the University of Technology 

Sydney. I had the pleasure of meeting Karen in November last year at a digital platforms 

roundtable and the first thing that struck me was how important it is to have people like Karen 

and other academics, who are not in the trenches of the day-to-day industry, policy and 

regulatory environment. They stand back, look at the bigger picture, and can talk about what 

the facts look like from that view. We can gain genuine insight from these facts because they 

are impartial and therefore can be trusted.  

Our industry is changing.   

Open and honest dialogue has never been more critical because, in the face of change, we will 

work better together if we are open and honest with one another.    

Today I will discuss with you the current complaints decline, the TIO’s call for direct regulation 

for consumer protections, and the need for a telco registration scheme with minimum entry 

requirements. I will also touch on what tips the TIO [Telecommunications Industry 

Ombudsman] can share for the development of a new digital platforms’ consumer protection 

framework.   

But, first, we need to understand why it is important for me to talk about these topics today. 

This means we need to talk about consumer trust and a quick delve into telco regulatory 

history. 

Trust 
In April of this year, for the first time since Roy Morgan began measuring trust and distrust in 

2018, the telco industry replaced the social media industry as the most distrusted industry in 

the Australian economy (Roy Morgan, 2023a). And, in the 12 months to June 2023, Roy 

Morgan reported, two of Australia’s largest telcos appeared in the top five most distrusted 

brands in Australia (Roy Morgan, 2023b).  

When commenting on why a majority of Australians have little to no trust in telcos, Roy 

Morgan CEO, Michele Levine, said:  

While trust builds human connections with businesses, distrust is a more powerful 

driver in the decisions people make (Roy Morgan, 2022). 

Ms Levine continues:  

The underlying message to consider is that increasing distrust can heavily impact 

commercial and economic outcomes for businesses and brands. Although trust is 
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important for building human connections, distrust is the bellwether for an 

unsustainable future… [R]isk assessments and procedures by telco executives and 

company directors need to formally factor-in distrust – indeed distrust should be on 

the risk register of every board in Australia (Roy Morgan, 2022). 

According to the 2023 Edelman’s Trust Barometer, the good news is businesses as a whole are 

seen as the institutions that are most competent and ethical. This is a powerful statement at a 

time when our social fabric is weakened by deepening divisions. Edelman (2023) defines the 

way forward for business, and I will take the three points I believe are the most relevant for us 

today:  

1. Business should leverage its comparative advantage to inform debate and deliver 
solutions. 

2. Business and government can build consensus and collaborate to deliver results that 
push us towards a more just, secure, and thriving society; and 

3. Business should be a source of reliable information, promote civil discourse, and hold 
false information sources accountable. 

If we view these three ideas as pillars, they can give our sector the aspiration and insight we so 

desperately need to repair the distrust of telco consumers.  

Now let’s go back to the past.   

The TIO opened its doors in December 1993 with three members — Telecom, Optus and 

Vodafone — under the watchful eye of Ombudsman Warwick Smith. In our first year of 

operation, those three members generated 8,500 complaints, 90 per cent of which were 

received by phone.  

New Ombudsman John Pinnock joined in early 1995 at a time of significant change.  

Telstra was created on 1 July 1995 through the amalgamation of Telecom Australia and the 

Overseas Telecommunications Commission. In March 1996, the Federal Government 

announced the partial privatisation of Telstra through the sale of one-third of its equity, and 

the Australian telco industry was opened to full competition on 1 July 1997, with the passing 

of the Telecommunications Act 1997 (Cth) and associated instruments.  

The package also saw the establishment of the Australian Communications Authority (ACA) 

and emphasised self-regulation through industry Codes developed by the new Australian 

Communications Industry Forum. 

The period following 1 July 1997 was one of activity and rapid growth for the TIO as it 

responded to the newly deregulated telecommunications market. Most new entrants were 

start-up Internet Service Providers (ISPs), unused to telecommunications regulation, and 

even opposed to the concept of alternative dispute resolution. During this time, the TIO sought 
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to educate its new members, and was heavily involved in consultations about the new industry-

developed consumer codes of practice. As complaint numbers and membership increased, so 

too did the number of TIO staff, which grew to 30 people in 1999.  

And, on 1 July 1999, the implementation of the Telecommunications (Consumer Protection 

and Service Standards) Act 1999 finally made it a legal requirement for all eligible service 

providers, including ISPs, to comply with the requirements of the TIO scheme.  

Today the TIO has nearly 200 employees and almost 1,700 members delivering over 45 million 

services in operation (ACMA, 2023).  

Telco regulation has not experienced wholesale change since 1997, yet the world has changed 

exponentially, and so have consumer expectations. 

It should be an easy flow chart:  

• Telcos rightly care about business sustainability.  
• Consumers care about their products and services being reliable and accessible.   
• And Government cares about keeping constituents happy, because this keeps them in 

power.  
Yet, despite this, the consumer protection framework has not changed, and this is incongruent 

with telecommunications being an essential service. External dispute resolution schemes are 

key parts of the consumer protection ecosystem. Without the TIO, what would regulation look 

like? What would complaint volumes look like? What would relationships between the 

community and telcos look like? 

We have clever people at the TIO, passionate about fair and reasonable outcomes, but we need 

to keep working together with stakeholders to make sure understanding and value of the TIO’s 

role continues to mature. Maturity looks like collaborative working relationships with an 

understanding that our role is to independently resolve complaints and share our insights 

based on what we see. Our role is also to help improve the way industry operates, so that as a 

sector we can restore and maintain broken community trust.   

Maturity in action looks like a deeper understanding of fair and reasonable outcomes for 

complaints, to reduce the sometimes combative nature of the relationship of the industry with 

the TIO. Maturity is understanding that the telco industry and the TIO will have different 

perspectives on things, as we perform fundamentally different roles, but we share a genuine 

desire and curiosity to understand each other’s perspectives. 

A healthy and productive relationship between the TIO and industry is one in which we work 

together to improve consumer outcomes — consumers who are your customers.  
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We need the industry to be open to sharing when things are not working, so we can help stop 

problems escalating and resolve systemic issues before customers are impacted. In many 

cases, it is possible to do this before any regulator sees a need to get involved. For telco 

providers, the TIO is an opportunity to improve your service delivery.  

I have been in the role of Ombudsman for a year and a half now and I want to take this 

opportunity to acknowledge the great work being done to drive down complaints. The 

investment in your people, processes and technology improvements that sit behind the drop 

in complaints is welcomed. We know work done by industry has helped to reduce complaints, 

and we also know regulation has helped this along.  

There is more to the story. And it is important we understand the broader context because, 

despite the decline, there is more work to be done. 

Complaints decline and complaints landscape 

The collective voices of customers who turn to Ombudsman services for dispute resolution 

provide a wealth of data — what they are frustrated about, what problems they are facing, and 

where patterns may be emerging that show a need for change. Ombudsman data can inform 

the way industries and government agencies improve their products and services and support 

moves to a more customer-centric approach. This is to the benefit of customers, but ultimately 

of benefit to the industries and agencies themselves. 

So where are complaints today? 

Over the past five years, since the heightened days of the NBN rollout, complaints to the TIO 

have steadily declined (TIO, 2023, p. 79). 

We can attribute some of this decline to the positive efforts by the telcos and the ACMA to 

drive down complaints. In 2018, the ACMA introduced the Complaint Handling Standard; 

then, two years later in 2020, the Mobile Number Pre-Porting Identity Verification Standard. 

Also in 2020, 4G backup became more widely available and more telcos began offering 

unlimited data plans. These changes improved reliability for consumers.  

In 2022, the ACMA published its Statement of Expectations, and the Customer Identity 

Authentication Determination came into force. Telstra brought call centres onshore, and the 

Reducing Scam Calls Code expanded to include Scam SMS. More recently, we have seen 

investments by some telcos to improve the customer experience. Outside of the telco sector, 

the lasting social effects of the COVID-19 pandemic and current cost-of-living crisis are being 

felt nationwide.   

A recent report by the Consumer Policy Research Centre (CPRC, 2023) revealed consumers 

do not always make complaints or raise issues when something goes wrong. Twenty-eight per 
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cent of people who were surveyed said they did not take action because they thought it was not 

worth the effort. The CPRC sees a link between this finding and the frustrations with customer 

service. Fourteen per cent of Victorians had difficulty contacting a company when something 

went wrong and the comments from the survey clearly show how many people are losing time 

when they have to chase businesses who have not done what they promised. 

Closer to home for the TIO, the news is just as grim.  

The CPRC report showed that only 3 per cent of surveyed consumers tried to resolve their 

problem via the relevant Ombudsman, such as the Australian Financial Complaints Authority, 

Energy and Water Ombudsman Victoria, or the TIO (CPRC, 2023).  

Consumer reasons for not taking action? The report states twenty-eight per cent of 

respondents replied it was not wort the effort, and a further fourteen per cent said it was not 

worth the cost involved (CPRC, 2023, p. 29). Others indicated they were not confident that 

taking action would solve the problem, or the process was too complicated.  

The CPRC (2023) is absolutely correct in its assertion that this points to a need to look at 

dispute resolution options for consumer issues. We need to address the perception that 

complaints processes will be difficult by improving the processes overall. 

The TIO is not immune to the wave of consumer distrust — we have some work ahead of us to 

fix our part. But trust and consumer perceptions of complexity are only one part of the picture.  

In July we commenced a pilot process that saw us following up on complaint referrals, a 

recommendation from the recent Independent Review of our scheme. The process involved 

an automated message being sent to consumers via text or email at the end of the referral 

period, once our members had an opportunity to address the consumer’s issue. During this 

process, we saw an increase in consumers telling us their complaint remained unresolved, and 

they were returning to the TIO for conciliation and investigation.  

We deferred the referral follow-up process in mid-August so we could review the data and the 

insights gathered over those six weeks, but this result poses the question — why are complaints 

requiring two or more pass-backs before a resolution can be found?  

This result also presents challenges for telcos and the TIO to resource the additional work, if a 

consumer’s complaint remains unresolved after initial contact.  

The results we saw in the first month of this trial suggest there is a significant unmet complaint 

demand which needs to be addressed by our members. The time, resourcing, and associated 

costs to resolve a complaint at first referral is beneficial for our members and their customers. 

It is also a signpost that further work is needed to ensure the consumer experience remains 

front and centre of the complaint handling process.  
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We do not always know the drivers of complaints to our office, but what I can say with 

confidence is that no matter how complex the answer, today we can deal with what we know 

to be true — we all need to clean up our trust problem.  

As Edelman (2023) has pointed to, we need to think bigger. We need to see the customer 

experience through the eyes of those who use our services.   

A Refreshed Regulatory Framework 
I have talked about the state of play for complaints and consumer issues, and now I would like 

to talk about the status quo for regulation in the telco sector and what I believe needs to 

change. 

Put simply, we need consumer protections to be set in direct regulation and we need a 

registration scheme with minimum entry requirements.  

Since the deregulation of telco in 1997, not much has changed.  

Today the telco sector operates under a co-regulatory framework and there are no barriers to 

entering the market. The bulk of telco-specific consumer protections are contained in the 

industry-made Telecommunications Consumer Protections Code, or TCP Code, which is 

approved by the ACMA.  

The uncomfortable truth is that there is an inherent tension here. Community expectations of 

essential service providers have changed, but the responsibility for setting key consumer 

protections in telco has not. People and small businesses who complain to us tell us they view 

telecommunications in much the same way as they see other utilities. They make comparisons 

between the essential nature of utilities and the need for reliability.  

Accountability and responsibility for the regulation of phone and Internet services should sit 

with the government and the regulator.  

Why do we still have key consumer protections drafted by industry?  

Why is the balance of industry-made and government-made regulation in such stark contrast 

with the rules for energy, water, and key elements of banking services? 

There are two threads I would like to pull on to help us consider these questions. The first 

thread, as I flagged earlier, is there are some rules that benefit from the knowledge of industry 

experts. Consumers benefit from industry-made rules on technical specifications and 

collaborative supply-chain efforts time and time again. 

The second thread is history matters; and it is worth noting again that the telco industry and 

framework have not had a large shakeup since 1997, yet so much has changed since then. 
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For contrast, let us look at the banking sector. After the Hayne Royal Commission findings 

came out in 2017, the banking sector changed. They had lost the trust of the public and the 

framework had to be altered to get that trust back (Gilligan, 2018). Broadly speaking, I think 

it is fair to say that the banking industry has responded well to the increase of direct regulation, 

and consumer trust has continued to improve. As always, there is more work to be done, but 

generally the shake-up led to better outcomes for consumers and industry alike. 

While there has been no comparable Royal Commission in the telco sector and, to be clear 

there, I am not suggesting there should be one, the telco sector has been touched by a Royal 

Commission. In 2016, the telco industry was one of the many groups tasked with responding 

to recommendations from the Victorian Royal Commission into Family Violence (Victoria, 

2016, p. 75).  

The industry undertook a number of joint activities to support consumers who had 

experienced family violence. In 2017, Comms Alliance, the peak telco industry body, worked 

with the TIO and Financial Counselling Australia to create a financial hardship guideline for 

telcos to better assist consumers. In 2018, the TCP Code was amended to explicitly capture 

family violence as a financial hardship indicator, and in that same year Comms Alliance also 

published a non-mandatory guideline for telcos to assist consumers experiencing family 

violence, a guideline that was updated earlier this year. 

I may not have been the Ombudsman in the telco sector back then, but I know this work was 

challenging, it was demanding, and it was valuable. This work led to real tangible benefits for 

consumers struggling with family violence, and I thank every member of industry and Comms 

Alliance for their push to make those changes happen. 

What we know now is those changes did not go far enough.  

It was clear when my office released a systemic report in 2020 highlighting that the telco 

industry still needed to improve the way it helps consumers who experience family violence — 

two years after industry changed the TCP Code and released its guideline. 

And although we applaud the work and outcomes in the updated guideline published in April 

this year, it remains clear key consumer protections like this should be set by government. A 

short time ago, the Government directed the regulator to intervene before the completion of 

the TCP Code review, to create an enforceable standard with minimum requirements for 

financial hardship assistance. This direction led by government aligns with community 

expectations that key consumer protections cannot be optional – they must be mandatory, and 

they must be enforced. 

The conversation we are having today is not about misconduct. It is a conversation about 

complaints and trust and the right framework for an evolving telco sector. We know that 
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consumer trust in the telco industry is low. The time is right for the balance in the co-

regulatory framework to be reconsidered to help rebuild that trust.  

Government should regulate the minimum standards consumers can expect. 

I have come from the energy and water sector, a sector that is much more directly regulated, 

and I can tell you first-hand that direct regulation has benefits for consumers and industry 

(Energy Networks Australia, 2019). 

Introducing direct regulation for key consumer protections in telco would promote consistent 

outcomes for consumers and guarantee a basic quality standard for all players in the market. 

It would bring the telco sector in line with the policy approach in other essential areas, such 

as energy and water. 

Now, I would like to address a registration scheme with minimum entry requirements, and 

need for parameters around who can participate in the telco market. Unlike other essential 

service sectors, the telecommunications sector does not have a registration, authorisation, or 

licensing scheme for service providers that sell directly to consumers.  

Why should just anybody be allowed to sell telco? Where is the barrier to entry? Where is the 

protection for consumers? Telco providers should be required to demonstrate they can satisfy 

the minimum capabilities required to deliver such an essential service.  

Today the TIO has the most accurate list of participants in the telco sector, but it seems to me 

it should be the regulator who has this information.  

I hope we can all agree that the telecommunications market has outgrown the policy settings 

that prioritised competition. The original policy intent of having no barriers to market entry 

and no registration requirement for providers was designed to open up competition after 

Telstra’s privatisation in 1997 (ACCC, 1997).  

Given the broad changes to product and service delivery, and very healthy competition in a 

marketplace of nearly 1,700 telco providers, now is the time to renew the policy settings to 

ensure there is proper regulation of the telecommunications market.  

Under the current framework, there is no requirement for providers to demonstrate key 

telecommunications regulatory knowledge, or ability to follow the rules in the sector beyond 

an attestation process, which is not always complied with. There is no requirement to 

demonstrate suitable leadership, or to demonstrate organisational, technical, or financial 

capacity to operate in the telco market. 

Telco consumers should not be used as test subjects for the viability or profitability of a 

business. While we do encounter unprepared providers that strive to do better, consumers 

should not be subject to providers who lack the knowledge and ability to deliver an essential 
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service. Introducing a registration scheme with minimum entry requirements would go some 

of the way towards rebuilding trust with consumers, knowing their telco has had rigour applied 

to their right to trade in the Australian communications market.   

I have covered a lot of ground about the telco sector — where we have been, where we are, and 

what needs to change.  

So, if we could start again, what would we do differently?  

The Lessons Telco Can Offer to Digital Platforms 
As the government and the ACCC look to the future of digital platforms regulation, there is a 

lot that can be learned from the telco sector. Dr Karen Lee and the team at UTS are in the 

enviable position of exploring a new regulatory framework that touches so many people. Much 

like we are with phone and Internet, the vast majority of Australians are intrinsically locked 

into a relationship with digital platforms.  

What can telecommunications offer to digital platforms by way of lessons learned?  

Both are sectors that have transformed the way we live at a greater pace than could have been 

imagined by policy makers. The Digital Platforms Inquiry that is happening right now will 

precede a new framework, much like what happened in the banking sector. We have a unique 

opportunity as the thought leaders and experienced captains of industry to set the right course.  

Whether or not you respect the role of the TIO in helping your business resolve complaints 

with your customers, the first lesson we can share is that we know the industry-based 

Ombudsman model works. This is comprised of effective internal dispute resolution as a first 

step, followed by external dispute resolution when the provider and the consumer cannot solve 

the problem.  

This is a well-established and time-tested complaint handling framework, further 

strengthened in 2018 with the addition of the Complaints Handling Standard. This direct 

regulation provides clear minimum standards for complaint processes, timeframes, and 

accessibility for consumers, and creates positive outcomes for providers. The Ombudsman 

model has consistently been endorsed by Government and independent reviews as being in 

the best interest of consumers. It has also been proven that the Ombudsman model is most 

effective when internal dispute resolution processes are mandatory and regulated. 

The internal dispute resolution framework is a precursor to external dispute resolution. To 

this point, a real pathway for consumers to make complaints can be prioritised. The 

government does not have to wait for the ACCC to finish its Digital Platforms Inquiry in 2025, 

and neither do digital platforms. I am on the record as saying I recommend that digital 
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platforms get started today on improving their internal dispute resolution processes. This is a 

first step towards consumers having access to the dispute resolution processes that are missing 

and sorely needed.  

The second lesson we can share is we need to ensure adequate consumer protections are in 

place as part of a regulatory framework.  

Through complaints to my office, we see that it is vulnerable consumers who are impacted the 

most by inadequate consumer protections. We see complaints about poor selling practices, we 

see a lack of proactive and early support for consumers experiencing payment difficulties, and 

a lack of choice around payment methods. And we see telco consumers impacted by 

inaccessible communication channels and complaint pathways. 

In her presentation to the United Nations Conference on Trade and Development, Dr Christine 

Riefa spoke about the protection of vulnerable consumers in the digital age (Riefa, 2020). She 

pointed out targeted vulnerable-consumer protections are needed, because disengaged 

consumers in digital markets can become even more vulnerable after being subject to unfair 

treatment (Riefa, 2020). 

In the digital platform space, the ACCC has reported several times that unfair treatment 

includes pressuring consumers to agree to confusing privacy policies (ACCC, 2023). Unfair 

treatment also includes designing user experiences that push consumers to make decisions 

they do not fully understand. 

In this type of unbalanced market, it is critical we get the balance of regulation right. The 

digital platform space could get the balance of co-regulation right from the outset.  

And the third lesson we can share is there must be clarity and simplicity in jurisdiction. 

It is vital that all parties with a role in the digital platforms consumer protection framework 

come together and establish who does what, with appropriate escalation pathways. It needs to 

be clear which external dispute resolution bodies each platform must engage with and for 

which complaints. Consumer protection rules should be in place, so it is clear to complaint 

handlers what rules to factor in in deciding what is fair and reasonable.  

Having ready and willing players in the dispute resolution landscape is great, but it means 

little without clear legislative backing. Without clear legislative backing, the cracks consumers 

are falling through cannot be properly sealed — and new cracks could even be created. 

Conclusion 
In conclusion, today’s market is complex, and its consumers even more so. The demand for 

change is getting louder and more pressing as telco and digital platforms irrevocably converge. 
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But this year’s Edelman survey results provide some guidance for us as a sector to start 

rebuilding trust.  

We should leverage our comparative advantage to inform debate and deliver solutions. Let us 

build consensus where we can and collaborate to deliver results that push us towards a more 

just, secure, and thriving society. 

I cannot encourage the telco sector enough to keep its door open to the TIO. Together we can 

rebuild consumer trust and drive complaints down even further than today’s levels.  

We will not always agree, and we may just agree to disagree, but we all have a role to play and 

we can play that role best if we work together.   
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Abstract: Digital transformation also includes the potential and practice of digital social 

innovation, whereby the affordances of digital technologies are used to address contemporary 

social issues. This is particularly relevant to the not-for-profit sector, which plays an important 

role in Australian society delivering community services. There is a growing appreciation of the 

ability of this sector to innovate, given its closeness to grass-roots social issues, its flexibility, 

and capacity to recruit staff and volunteers from all walks of life to contribute to its operations. 

The sector often operates in-between and in-connection-with government and business, and 

such collaboration with diverse viewpoints can also be a stimulus for innovation. However, 

various constraints have been identified, such as the lagging digital proficiency of the sector and 

its workforce, and the general standoff between purpose, profit and regulatory motivations. The 

relationship between modern technologies and social innovation by the not-for-profit sector is 

of national policy interest and worthy of investigation into its originality, opportunities and 

obstacles. From this brief discussion article, the author invites interested readers to correspond 

and contribute to this research project. 

Keywords: not-for-profit sector, digital social innovation, digital transformation, 

collaboration, research 

Introduction 
Telecommunications is regarded by consumers and the regulators as an essential service in 

Australia today (cf. Consumer Action Law Centre, 2022; Australian Communications and 

Media Authority, 2023). It underpins access to education, health, employment and social 

welfare services. It supports our personal wellbeing by assisting us to navigate multiple 

relationships and connect with others. 
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However, in the aftermath of COVID-19 and with other recent economic shocks such as 

significant increases in mortgage interest rates and energy prices, managing the cost of living 

is front-of-mind for many Australians. In these circumstances, “people living in poverty, 

disadvantage and hardship increasingly seeking help with the essentials of life” and turn to 

community welfare services for assistance (Cortis & Blaxland, 2022). A significant indicator 

of this economic stress is that searches on the Ask Izzy website were at a record high in 

February 2023, the top three categories being hardship, emergency food relief, and mental 

health and wellbeing services (Infoxchange Australia, 2023). 

Ask Izzy (AskIzzy.org.au) is a mobile-friendly web portal that provides a searchable database 

of over 400 000 support services across Australia and can direct users to their nearest facility. 

It is but one outstanding example of Australian social innovation by a not-for-profit 

organisation using the affordances of the digital economy to help people and social service 

providers to navigate available support services and to upscale access to anyone with a 

rudimentary online connection. It is also an example of innovation through collaboration with 

government and business sectors, who have contributed to its development and accessibility. 

Social Innovation Going Digital 
Concepts of social innovation have been traced back to the early 19th century, pre-dating that 

of technological innovation (Godin, 2012). However, the term has only more recently come to 

prominence and been subjected to analysis and theorising (cf., Mulgan, 2006; Pol & Ville, 

2009; Howaldt & Schwarz, 2010). Defining social innovation can be problematic, since it 

might encompass a very wide range of actors, activities and outcomes. However, it is often 

differentiated from technological innovation and business or commercial innovation, since its 

primary focus is on social outcomes. Mulgan goes so far as to define social innovation in 

conjunction with social purpose organisations: “‘innovative activities and services that are 

motivated by the goal of meeting a social need and that are predominantly developed and 

diffused through organisations whose primary purposes are social” (Mulgan, 2007, p. 8). The 

example of Ask Izzy above fits this definition well. 

Digital social innovation is a more recent concept relating to the use of digital technologies for 

the purpose of social innovation (Rodrigo et al., 2019). The affordances of online and digital 

technologies are primarily used to create a social or environmental benefit (cf., Morsillo, 2011). 

In a 2019 keynote, Social Innovation: Where Next?, Mulgan suggested that digital social 

innovation, data and artificial intelligence, and corporate social innovation were growing 

themes (Mulgan, 2019). For example, there is great interest today in the use of data analytics 

by the not-for-profit sector for public good (Farmer et al., 2023). The development of a Digital 

Social Innovation Index for Europe highlights such contemporary interest (Bone et al., 2018). 
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Again, the example of Ask Izzy in Australia fits these conceptions of digital social innovation 

very well. 

The Relevance of the Not-For-Profit Sector 
The not-for-profit sector plays an important role in Australian society, particularly in 

delivering community support services. McKinsey & Company reported that: “this mission-

driven sector is critical to meeting fundamental societal needs and fostering social cohesion. 

It is also an important part of the economy, employing 1.38 million people—11 percent of jobs 

in Australia—and contributing an estimated AU$129 billion, or 4.8 percent, of the country’s 

gross value added in direct and indirect contributions” (Dillon et al., 2021, p. 3).  

Considerable philanthropic contributions support digital social innovation in Australia: for 

example, the Telstra Foundation, “Our purpose is to enable social change through technology, 

and we have been helping non-profits improve their impact for over two decades” (Telstra 

Foundation, 2023); Google, “We connect innovative nonprofits, social enterprises, and civic 

entities with Google’s resources to help solve complex human challenges” (Google, 2023); 

Optus Future Makers, “Empowering social innovators to change the world. A capacity building 

and accelerator program for social start-ups that are using technology for good” (Optus, 2023); 

and the auDA Foundation providing grants for “educational and research activities that will 

enhance the utility of the internet for the benefit of the Australian community” (auDA 

Foundation, 2023). 

Not-for-profit organisations are often involved in co-creation efforts and act as partners to 

sustainability or social responsibility efforts by corporate Australia: for example, the ANZ 

Bank’s MoneyMinded financial literacy education program in partnership with Berry Street, 

Brotherhood of St Laurence and The Smith Family (ANZ Bank, 2020); and The Telstra Top-

Up pre-paid mobile credit program in partnership with Infoxchange Australia (Infoxchange 

Australia, 2020). 

However, various constraints to innovation have been identified in the not-for-profit sector in 

Australia. In particular, “the sector lags behind on the adoption of ICT” (Australian 

Government Productivity Commission, 2010, p. 230). In their annual survey of not-for-profit 

organisations, Infoxchange found that the COVID-19 pandemic had been a catalyst for the 

uptake of basic information technology systems, such as cloud applications; however, there is 

still a long way to go and “[b]uilding the digital capability of staff is now the number one 

priority for organisations” (Infoxchange et al., 2022, p. 4). The current consultation on a Not-

for-profit Sector Development Blueprint, a recent Government initiative, explicitly asks: 

“What standards of digital capability should the sector aim for and how might these be 

achieved” (Blueprint Expert Reference Group, 2023, p. 33). 
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Conclusion 
As businesses and government increasingly focus on technology for productivity or efficiency 

outcomes, how well-placed are Australian not-for-profits to utilise technology to pursue their 

primary purposes? Is there a compelling rationale for the greater use of technology by not-for-

profits in their traditional role of strengthening civil society? What capabilities are needed to 

maximise participation in new digital service provision opportunities? Digital social 

innovation among Australian not-for-profit organisations is an emergent activity and worthy 

of investigation to better understand its originality, opportunities and obstacles, and the 

transformations it is engendering for the sector and its constituencies. Readers with an 

interest in this area of research are invited to correspond with the author. 
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Abstract: AI-powered chatbots have emerged as influential tools in the realm of online 

shopping, effectively driving digital users toward heightened satisfaction, sustained usage 

intention and positive electronic word of mouth (e-WOM). This research delves deep into the 

intricate behavioural dynamics that consumers exhibit in their interactions with AI chatbots. A 

comprehensive online survey, encompassing 554 respondents who willingly engaged with AI 

chatbots, was conducted, with a focus on established frameworks like the information systems 

success (ISS) model, the technology acceptance model (TAM), engagement, and the elicitation 

of pleasurable feelings. The study’s findings underscore the pivotal role AI chatbots play in 

elevating user satisfaction and, in turn, predicting positive outcomes. These insights hold 

immense value for brand managers, offering a nuanced understanding of Indian online 

shoppers’ behaviour. Furthermore, the study highlights the significant impact of e-WOM 

generated by AI chatbots within the online shopping domain, further solidifying their role as 

essential components of digital services in the contemporary landscape. As digital services 

continue to shape and define modern business operations, AI chatbots have emerged as critical 

facilitators in enhancing the satisfaction of digital users, making them indispensable for 

businesses seeking to thrive in the digital realm. 

Keywords: AI chatbots, perceived enjoyment, perceived usefulness, ISS model, e-WOM 

 

Introduction 
Artificial intelligence (AI) has brought about transformative changes in how organisations 

operate and engage with their digital era customers (Jeon, 2018; Letheren et al., 2020). One 
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significant shift is evident in the realm of service systems, where AI-powered chatbots (Gkinko 

et al., 2022; Prentice et al., 2020) have revolutionised interactions between customers and 

businesses. It is essential to distinguish these chatbots from robotic automation processes 

(RBAs) (Hill et al., 2015; Saboo et al., 2016; Willcocks et al., 2017). While RBAs respond to 

specific queries, AI chatbots exhibit adaptability, tailoring their responses to meet the ever-

evolving needs and desires of customers. Across diverse industries, the implementation of AI 

chatbots has become a common strategy for catering to end users. These chatbots facilitate 

human–machine conversations through natural language (Sands et al., 2020; Yu et al., 2022). 

By harnessing AI tools, businesses can engage consumers and perform various tasks through 

machine learning (Araujo, 2018; Butt, Ahmad, Goraya et al., 2021). In their roles, chatbots 

offer rapid responses sought by users and foster robust relationships between users and 

organisations (Chung et al., 2018; Dwivedi et al., 2021; Lin, 2015). AI conversational chatbots 

bring substantial value to both organisations and users by providing informative and 

entertaining interactions (Araujo, 2018; Radziwill et al., 2017; Siala et al., 2022).  

Much research is available on the adoption of or intention to use chatbots (Ashfaq et al., 2020; 

Przegalinska et al., 2019); however, many companies are hesitant to implement such 

technologies because some consumers do not feel comfortable engaging with machines 

(Nguyen et al., 2019; Willems et al., 2019). But technology is available to make life more 

convenient regarding shopping (Butt, Ahmad, Muzaffar et al., 2021; Chung et al., 2018) and 

other services such as job applications (Collins et al., 2021; van Esch et al., 2020). Hence, it is 

assumed that AI chatbots will be engaged in the future to provide better services to the end 

user (Fotheringham et al., 2022; Whitler, 2016; Y. Wang et al., 2021). The research explains 

that AI chatbots prove helpful in enhancing usefulness and satisfaction (Ashfaq et al., 2020). 

It is also stated that AI chatbots can engage customer and brand relationships and improve 

customer satisfaction (Chung et al., 2018; Kubo, 2013). The benefits received after the use of 

technology helps the user to comprehend the experience involved with it (Fagan et al., 2012; 

Wang, Butt, Zhang, Shafique et al., 2021). Further, AI chatbots can also predict positive 

attitudes, satisfaction and intention to use such e-services (Adam et al., 2020; Araújo & Casais, 

2020; Xuequn Wang et al., 2022). We understand that, with AI chatbots, the higher the 

engagement, the higher the consumers’ satisfaction levels are. The potential of AI chatbots is 

limitless as they can perform according to a situation. Hence, organisations can engage 

human–chatbot interaction while increasing satisfaction and electronic word of mouth (e-

WOM).  

Studying AI chatbots within the context of Indian consumer behaviour in online shopping is 

of paramount importance. India’s e-commerce sector has experienced exponential growth, 

making it crucial to understand how AI chatbots impact this expanding market. These virtual 
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assistants have the potential to engage customers around the clock, offering personalised 

recommendations and cost-effective support. The current study focuses on understanding 

customer engagement using AI chatbots while online shopping. Hence, the study highlights 

the following research questions (RQs) — RQ1: Will consumers be satisfied with AI chatbots? 

And RQ2: Will AI chatbots help organisations attain positive e-WOM and continuous 

intention towards it (CINT)? The RQs addressed here will be answered by the results of this 

study. The studies on AI chatbots need to further focus on consumers’ behavioural aspects and 

how to help organisations grow. There are many studies on AI chatbots, but more are required 

to understand the gap between consumer behaviour and AI technology regarding chatbots for 

online shopping. The satisfaction, CINT and e-WOM effects need to be better understood, and 

the current study will try to bridge this gap in light of previous knowledgeable studies. The 

present research framework will highlight the technology acceptance model (TAM), 

information systems success (ISS), AI chatbot engagement, AI chatbot satisfaction, attitudes, 

e-WOM, CINT and perceived enjoyment toward using AI chatbots. Large organisations such 

as WeChat, Amazon, Skype, Facebook, and eBay are already using AI chatbot services to cater 

to end-users’ needs (Luo et al., 2019; Stevens et al., 2020). The future of chatbots is promising 

because of their functions due to AI tools (Ciechanowski et al., 2019; Gupta et al., 2020; 

Przegalinska et al., 2019).  

Investigating AI chatbots’ influence can uncover insights into enhancing customer 

engagement, tailoring services to diverse cultural preferences, and improving trust and 

security perceptions in a country where online fraud concerns persist. Furthermore, analysing 

customer interactions with AI chatbots can provide invaluable feedback, illuminate emerging 

trends, and bolster competitive advantages in this dynamic and evolving marketplace. As 

India’s online shopping landscape continues to evolve, research on AI chatbots can guide 

businesses in effectively navigating this promising terrain and to stay attuned to the shifting 

preferences and behaviours of Indian consumers. In the realm of comprehending CINT with 

AI chatbots, two robust indicators emerge: satisfaction and attitude (Ashfaq et al., 2020; Butt 

et al., 2023). Thus, in the pursuit of unravelling the ongoing intent of AI chatbot users and 

their e-WOM, it becomes imperative to explore their antecedents – satisfaction, attitude and 

engagement – in the context of the TAM and ISS theories. These theories, when juxtaposed 

with various AI-related variables, serve as the vital link, addressing the void elucidated in this 

study. These theories used with other AI aspect variables will also bridge this gap. The 

provision of superior service fosters brand loyalty, consequently nurturing positive e-WOM 

and satisfaction (Park & Lee, 2008). Attitude stands as another influential factor, exerting a 

strong influence on end-users’ satisfaction with innovative technologies (Han et al., 2014).  
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Recent studies have shown that enjoyment is another essential factor in AI tools for 

satisfaction and CINT (Ashfaq et al., 2020; Pillai et al., 2020; Wang, Butt, Zhang, Ahmad et 

al., 2021). Thus, the interplay of enjoyment and attitude takes centre stage, illuminating AI 

chatbot engagement as formidable predictors in shaping CINT and satisfaction within the 

realm of online shopping. The current study using ISS, TAM and other consumer behaviour 

aspects will bridge the gap, i.e., the AI relationship with consumer behaviour. The research 

framework focuses on understanding satisfaction effects on CINT and e-WOM of AI chatbot 

services in the shopping context. The study will help managers develop better consumer 

strategies regarding AI chatbots for shopping online. The higher quality of information and 

services will help consumers’ satisfaction increase, which could lead to CINT and e-WOM 

(Ashfaq et al., 2020; Kim et al., 2018). The following parts of this study include the Literature 

Review, Methodology, Research Analysis, Discussion and Conclusion.  

Research Framework and Hypothesis 

AI chatbots – information systems success – (ISS) 

The ISS model’s information and service quality metrics were proposed by Delone et al. 

(2003). The ISS model predicts customer satisfaction with using technology; so it is vital to 

understand its information and service quality (DeLone et al., 2016; Freeze et al., 2019). A 

timely, accurate response to the end-user’s needs and wants is considered to be information 

quality (Chung et al., 2018; Yeoh et al., 2016). Hence, we can predict that the AI chatbot’s 

information quality (AIIQ) is paramount in e-commerce. AIIQ can predict the end-user’s 

behaviour toward the CINT of AI-enabled chatbot services. Consumers require time and 

information to buy a product online, and the ISS model predicts users’ behaviour toward 

technology usage (Santos, 2011; Yeoh et al., 2010). AIIQ can provide such information 

accurately and quickly respond to satisfy the end user. It is stated that information quality is a 

critical component in services because it facilitates better-informed decisions (Adam et al., 

2020; Sharma et al., 2019). Precise and relevant information can enhance an AI chatbot user’s 

satisfaction.  

The ISS model characterises service quality as the provision of timely responses to enquiries 

with a focus on individualised attention, thereby enhancing the satisfaction of end users 

(Kallweit et al., 2014; Williams et al., 2022). It is equally imperative to gain insight into 

consumer satisfaction and the sustained use of technology (Peng et al., 2022; Setia et al., 

2013). AI chatbot service quality (AISQ) can predict consumers’ positive behaviour toward 

satisfaction and its CINT. AISQ can also help organisations develop better end-user services 

through AI tools. Additionally, an organisation’s strong reputation serves as a predictor of 

superior service, contributing to consumer satisfaction and continued intention (Sung et al., 
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2021; Veeramootoo et al., 2018). Robust chatbot platforms designed to cater to consumers’ 

needs and desires emerge as reliable predictors of both satisfaction and CINT. Service systems 

characterised by rapid responses and user-friendly interfaces play a pivotal role in cultivating 

trust in an organisation (Gao et al., 2017; Kumar et al., 2016; Leung et al., 2022). Hence, it is 

reasonable to infer that AISQ holds the potential to assist organisations in crafting engaging 

human–computer interaction services within the domain of online shopping. We propose the 

following: 

H1a: AIIQ positively influences AI chatbot satisfaction; 

H1b: AISQ positively influences AI chatbot satisfaction. 

AI chatbot perceived usefulness (PUCB) 

The technology acceptance model is well known among academicians and practitioners when 

discussing new technology. TAM dimensions of perceived ease of use and perceived usefulness 

(PUCB) are critical predictors in adopting technology services (Koul et al., 2018; Manis et al., 

2019; Scherer et al., 2019). The current study focuses on understanding the usefulness of AI 

chatbots in online shopping. The usefulness of technology is considered a benefit that can 

enhance the end user’s experience (Amin et al., 2014; Kawakami et al., 2013; Tao et al., 2018). 

PUCB has been used in previous studies as a strong predictor for understanding the 

satisfaction and CINT of a technology (Kapoor et al., 2014; Manis et al., 2019; Sánchez-Prieto 

et al., 2017). Further, the dimensions of TAM predict a positive attitude toward the use of 

technology (J. B. Kim, 2012; Milberg et al., 2021; Olsson et al., 2013). Positive attitudes can 

also predict strong foundations for satisfaction (Ahmad et al., 2022; Quet et al., 2014; Suh & 

Youjae, 2006). Hence, PUCB can highlight the positive usage of AI chatbots in an online 

shopping context that may help organisations develop better strategies. The usefulness of 

technology can enhance the customer’s satisfaction levels, leading to positive e-WOM and 

CINT. The use of AI chatbots in online shopping may improve such aspects. Figure 1 

represents the conceptual framework of this study. It provides an overview of TAM and ISS 

theory impact on AI chatbot satisfaction. Attitude, enjoyment and engagement of AI chatbots 

also impact on satisfaction. We further assume that satisfaction of AI chatbots will have a 

positive impact on e-WOM and CINT to use such AI chatbot services. We propose the 

following: 

H2a: PUCB positively influences attitude toward AI chatbots;  

H2b: PUCB of AI chatbots positively influences AI chatbot satisfaction. 
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Note: PUCB: Perceived usefulness of AI chatbot, AIIQ: AI chatbot information quality, AISQ:  AI chatbot service 
quality, AAIC: Attitude towards AI chatbots, AICE: AI chatbot engagement, AICS: AI chatbot satisfaction, PEJM: 
Perceived enjoyment, e-WOM: Electronic word of mouth, CINT: Continuous intention 
Figure 1. Conceptual framework 

Attitude toward AI chatbots (AAIC) 

Attitude is an individual’s belief about a particular product or someone that may be favourable 

or unfavourable (Ajzen, 1991, 2001; Cheng et al., 2021). A positive attitude can enhance 

consumers’ satisfaction (Chou et al., 2020; Suh & Youjae, 2006; X. Wang, M. J. Haque, et al., 

2021). Previous studies have focused on understanding the attitude’s effect on satisfaction 

(Chiu et al., 2021; Kissi et al., 2020; Ye et al., 2017). Hence, attitudes toward AI chatbots 

(AAIC) can enhance customer satisfaction. AAIC will further provide positive aspects of the 

behaviour of consumers in the online shopping context. It is further predicted that AAIC will 

positively mediate PUCB and AI chatbot satisfaction. As we have indicated, attitude positively 

impacts satisfaction and CINT (Cronin, 2010; Han et al., 2014; Spielmann et al., 2018). We 

can assume that AAIC will also play a positive role in direct and mediating effects. We propose 

the following: 

H3a: AIIC positively influences AI chatbot satisfaction 

H3b: AIIC mediates the relationship between the PUCB and AI chatbot satisfaction 

AI chatbot engagement (AICE) 

Technology engagement can also enhance consumers’ satisfaction (Kang, 2019; Kosiba et al., 

2018). Brands are implementing tech-savvy strategies to attract customers. Novel 

technologies such as AI can impact on consumer satisfaction and loyalty toward the brand 
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(Barry et al., 2018; Gulati, 2019; Yusuf et al., 2018). The engagement concept helps consumers 

develop positive beliefs about brand loyalty, awareness and satisfaction (Baker et al., 2010; 

Jiménez-Barreto et al., 2021; Van Doorn et al., 2010). The use of AI chatbot engagement 

(AICE) in the current study will help us understand consumer behaviour toward such 

innovative technologies in online shopping. The engagement involves the customer’s 

cognitive, emotional and behavioural aspects of brand loyalty and satisfaction (Bryce et al., 

2015; McLean et al., 2019; Mende et al., 2020). Engaging behaviour can lead to positive 

outcomes for consumers and the organisation (Tarute et al., 2017). Hence, we can assume 

from the previous studies that the AICE may play a significant role in understanding the 

consumer’s satisfaction with chatbots while shopping. A consumer’s engagement with a 

brand’s services leads to satisfaction and CINT (Du Plessis et al., 2010; Hu et al., 2021; 

Moriuchi, 2019). Therefore, the current research study of AICE will also provide the same 

valuable results as previous studies. We propose the following: 

H4: AICE positively influences AI chatbot satisfaction. 

AI chatbot satisfaction (AICS) 

Previous studies have highlighted satisfaction as a strong predictor of CINT (Wu et al., 2016) 

and e-WOM (Peddibhotla et al., 2007; Suh & Wagner, 2017). Satisfaction for a consumer can 

include price, usefulness or benefit, time and other factors that can enhance their experience 

and expertise. Higher satisfaction levels lead to positive CINT toward using a technology 

(Ashfaq et al., 2020; Asad Hassan Butt et al., 2021; Sabharwal et al., 2015). Hence, AICS will 

positively impact the CINT of such technology usage in shopping. Another factor that can play 

a crucial role in understanding consumer behaviour is a brand’s positive e-WOM. If 

satisfaction is high, it may lead to positive e-WOM (Uslu, 2020; Yang, 2017). We argue that 

the AICS will positively impact consumers’ e-WOM and CINT toward such services in the 

online shopping context. Hence, we propose the following: 

H5a: AICS positively influences e-WOM; 

H5b: AICS positively influences CINT. 

Perceived enjoyment (PEJM) 

Another factor that plays a crucial role in understanding consumers’ behaviour toward 

innovative technologies is enjoyment (Kaufmann et al., 2017; McGloin et al., 2016). Perceived 

enjoyment (PEJM) can positively affect consumers’ satisfaction and CINT toward the brand 

services, such as chatbots (Ashfaq et al., 2020). The literature has established that enjoyment 

is a strong predictor of understanding consumer behaviour toward chatbot services regarding 

usage intention (Jang et al., 2019; Xuhui Wang et al., 2020). Using PEJM can enhance 
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consumers’ satisfaction and CINT in chatbot services (Chung et al., 2018; Gursoy et al., 2019; 

M. Park et al., 2020). Other studies have revealed the importance of PEJM when adopting 

new technologies (Alalwan et al., 2018; Lee et al., 2019). Understandably, human–computer 

interaction, such as with AI chatbots, helps people to experience fun and enjoyment. Hence, 

the enjoyment of using a technology while shopping can impact on a consumer’s satisfaction 

and continuous intention (Holdack et al., 2022; Kuo et al., 2017; Tung et al., 2017). Therefore, 

we propose the following: 

H6a: PEJM positively influences AICS; 

H6b: PEJM positively influences CINT. 

Methodology 
A renowned online retailer in India, Flipkart, is featured in this study. Flipkart is an online 

shopping website with a 31.9% market share, and its rival Amazon is not far behind with a 

31.2% market share (Chaudhary, 2019; Chopra, 2019). Flipkart currently has over 200 million 

registered users (Singh, 2020). In 2018, Flipkart launched its chatbot services on its website 

and WhatsApp (Das, 2018). The company is still working on AI-enabled chatbots by 

continuously improving them to then improve customer experience. The company even 

introduced a haggling chatbot to help the end user negotiate prices with its unique AI machine-

learning tools (Das, 2018). Hence, the current study focuses on understanding the AI-enabled 

chatbot services employed by India’s largest e-commerce website. India boasts a vastly sized 

market with the potential for exponential growth. Furthermore, there has been a notable surge 

in digital technology adoption, particularly in terms of smartphone usage and internet access. 

India’s cultural diversity contributes to a multifaceted consumer base shaped by various 

cultural and regional influences. Additionally, it is important to note that the e-commerce 

sector in India is marked by intense competition. 

The study is structured as a survey. Convenience sampling was used to gather the data from 

the Indian online shopping market. Indian marketing is extensive and will therefore provide 

useful information about local consumers. The questionnaire was floated online using 

different social media platforms in India, such as Facebook and WhatsApp. The questionnaire 

wasn’t translated into the Hindi language as the literacy rate is high in India, and the 

consumers of technology services are aware of such services. Even though the sample 

participants were mindful of chatbot services, they were informed in the form of an 

introduction at the start of the questionnaire to provide their user experience with Flipkart’s 

AI chatbot services while shopping. The items for PUCB, AIIQ, AISQ, and AICS were adapted 

from (Abdullah et al., 2016; Ashfaq et al., 2020). The items for AICE and AAIC were adapted 
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from Moriuchi et al. (2020). The items for CINT were taken from Evanschitzky et al. (2015). 

The items for PEJM were taken from Pillai et al. (2020). 

The total number of questionnaires returned was 581. Out of these, only 554 were recorded for 

further analysis. Some responses were found to be incomplete or appeared to be duplicated. 

Therefore, following a thorough screening process, only the responses that met the criteria 

were considered for inclusion in the Smart Partial Least Squares (PLS) analysis. The response 

rate was 95%. COVID-19 has completely changed the business environment and consequently 

organisations focus more on AI tools to provide better services. Hence, studying Flipkart from 

India allows us to understand the AI-enabled chatbot services while shopping online. The 

Indian population is enormous, which has led to more technological services being introduced 

to benefit end users. Therefore, the 554 responses will give us valuable insights into Indian 

consumers using AI-enabled chatbot services for shopping online. Table 1 represents the 

demographic profile of the respondents.  

Table 1. Respondents’ profiles 

Features Distribution Frequency % 
Gender Male 351 63.36 
 Female 203 36.64 
Age 21–25 133 24.01 
 26–30 262 47.29 
 31–35 117 21.12 
 36–40 42 7.58 
Education High school 67 12.09 
 Undergraduate degree 177 31.95 
 Master’s degree 281 50.72 
 PhD degree 29 5.23 
Occupation Student 247 44.58 
 Job 219 39.53 
  Business 88 15.88 

 

Research Data Analysis 

Multicollinearity and common method bias 

Using a variance inflation factor (VIF) provides a method to evaluate the multicollinearity 

issues in a model. Multicollinearity indicates the correlation between independent variables, 

and the existence of multicollinearity may contaminate a study’s inferences. VIF values are 

much lower than the threshold of five, as shown in Table 2; therefore, this study is free from 

the problem of multicollinearity. Similarly, the common method bias (CMB) or common 

method variance is also a concern. However, the CMB’s multicollinearity issue is related to the 
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methodology, not the constructs or analysis method. We used Bagozzi et al. (1988) and Kock 

(2015) methods to assess the CMB problem. Similarly, another way to detect CMB is to apply 

Kock’s full collinearity test: if the inner VIF value is lower than the five thresholds, the study 

is free from CMB (Kock, 2015).  

Assessment of measurement model 

Before testing a study’s hypothesis, the researcher must test the reliability and validity of the 

data. Partial least squares structural equation modelling consists of two measurement models 

that assess the reliability and validity of data and constructs. The second model also tests a 

study’s hypothesis (Hair et al., 2019). Reliability can be assessed through the factor loadings, 

Cronbach’s alpha average variance, and composite reliability. Cronbach’s alpha and composite 

reliability indicate the internal consistency, factor loadings confirm the indicator reliability 

and content validity, whereas the average variance extracted is used to assess the convergent 

validity.  

Table 2. Reliability and validity 

Variables Item code Factor 
loadings VIF 

Attitude toward AI chatbots  α =0.807, rho_A=0.809, CR=0.886, AVE=0.721 
The use of AI chatbot for shopping 
is very good. AAIC1 0.849 1.69 

The use of AI chatbot for shopping 
is a smart decision to make. AAIC2 0.843 1.795 

I have a positive impression of 
using AI chatbot for shopping. AAIC3 0.856 1.774 

AI chatbot engagement  α =0.857, rho_A=0.857, CR=0.931, AVE=0.779 
The use of AI chatbot grabs my 
attention while shopping online. AICE1 0.845 1.817 

I felt involved in online shopping 
while using AI chatbot. AICE2 0.92 3.01 

The interaction with AI chatbot 
while shopping excited me. AICE3 0.881 2.474 
AI chatbot satisfaction  α =0.856, rho_A=0.865, CR=0.905, AVE=0.706 

I am satisfied with the use of AI 
chatbot while shopping. AICS1 0.693 1.375 

I am satisfied with the use of AI 
chatbot functions. AICS2 0.839 2.199 

I am satisfied with the information 
and service quality of AI chatbot. AICS3 0.906 3.348 

Overall, I am satisfied with the AI 
chatbot. AICS4 0.905 3.24 
AI chatbot information 
quality  α =0.852, rho_A=0.853, CR=0.901, AVE=0.695 
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Variables Item code Factor 
loadings VIF 

The AI chatbot provides me with 
clear information while shopping. AIIQ1 0.827 2.11 

The AI chatbot provides the 
information in a useful format. AIIQ2 0.859 2.779 

I get information on time through 
this AI chatbot. AIIQ3 0.892 3.5 

The information is sufficient for 
me through this AI chatbot. AIIQ4 0.75 1.481 
AI chatbot service quality α =0.845, rho_A=0.849, CR=0.897, AVE=0.685 

The AI chatbot offers an appealing 
visual display. AISQ2 0.783 1.87 

The interface of AI chatbot gives a 
modern look. AISQ3 0.873 2.36 
The right solutions for my 
response were provided by AI 
chatbot. AISQ4 0.888 2.661 
It gave me a prompt response.  AISQ5 0.761 1.55 

Continuous intention  α =0.892, rho_A=0.899, CR=0.933, AVE=0.824 
I strongly recommended others to 
use AI chatbot service. CINT1 0.857 2.012 

I frequently used the AI chatbot for 
shopping experience. CINT2 0.931 3.744 

I plan to continue using AI chatbot 
service in the future. CINT3 0.933 3.671 
Perceived enjoyment  α =0.914, rho_A=0.914, CR=0.939, AVE=0.795 

I enjoyed interacting with AI 
chatbot. PEJM1 0.864 2.515 

It was a pleasant way to shop with 
AI chatbot. PEJM2 0.881 2.61 

AI chatbot recommendation was 
pleasurable during shopping. PEJM3 0.920 3.741 

I was absorbed well in shopping 
with the use of AI chatbot. PEJM4 0.899 3.104 

Perceived usefulness of AI 
chatbots α=0.878, rho_A=0.882, CR=0.925, AVE=0.804 

My effectiveness was enhanced by 
the use of AI chatbot. PUCB1 0.891 2.414 

My productivity was increased by 
the use of AI chatbot. PUCB2 0.932 3.484 

It was useful for me to do shopping 
with the AI chatbot. PUCB3 0.865 2.281 
e-WOM α=0.898, rho_A=0.901, CR=0.936, AVE=0.831 

I shared my experience of AI 
chatbot. e-WOM1 0.907 3.153 
I spoke positively about the AI 
chatbot. e-WOM2 0.934 3.921 
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Variables Item code Factor 
loadings VIF 

I have recommended this AI 
chatbot shopping website to 
others. e-WOM3 0.893 2.306 

Note: α= Cronbach’s alpha; CR= Composite reliability; AVE= Average variance extracted; rho_A= dependability 
of the composite scale 

Discriminant validity 

Discriminant validity evaluates how the constructs of studies differ from each other in the 

context of the same model (Fornell et al., 1982). Fornell-Larcker and HTMT (Heterotrait 

monotrait) ratios are commonly used to assess the discriminant validity (Fornell et al., 1981). 

With the Fornell-Larcker criterion, when the square root of AVE is compared with the inter-

construct correlation, the AVE’s square root must be more significant than the correlation. On 

the other hand, the HTMT ratio is another measure that uses the correlation between variables 

based on a Monte Carlo simulation. HTMT ratio must be lower than .85 and AVE’s square root 

must be greater than the correlation values in the same column in the Fornell-Larcker 

criterion. All the values of the Fornell-Larcker criterion and HTMT ratio reported in Table 3 

are according to the standards.  

Table 3. Discriminant validity and model fit 
  AAIC AICE AICS AIIQ AISQ CINT PEJM PUCB e-WOM GOF SRMR NFI 

Fornell-Larcker criterion (discriminant validity) 
AAIC 0.849                       
AICE 0.427 0.882                     
AICS 0.624 0.693 0.84                   
AIIQ 0.555 0.652 0.667 0.834                 
AISQ 0.19 0.512 0.444 0.35 0.828               
CINT 0.505 0.586 0.723 0.603 0.46 0.908             
PEJM 0.641 0.582 0.698 0.588 0.277 0.534 0.891           
PUCB 0.465 0.712 0.728 0.615 0.504 0.65 0.515 0.896         
e-WOM 0.435 0.704 0.585 0.557 0.395 0.532 0.551 0.578 0.911       
HTMT ratio (discriminant validity) 
AAIC                         
AICE 0.511                       
AICS 0.745 0.811                     
AIIQ 0.668 0.76 0.783                   
AISQ 0.223 0.596 0.523 0.411                 
CINT 0.594 0.669 0.83 0.692 0.529               
PEJM 0.747 0.657 0.786 0.666 0.313 0.591             
PUCB 0.547 0.822 0.844 0.707 0.578 0.732 0.573           
e-WOM 0.504 0.799 0.661 0.633 0.449 0.591 0.606 0.644         
Model fit 0.585 0.79 0.063 

Note: AAIC = Attitude toward AI chatbots; AICE = AI chatbot engagement; AICS = AI chatbot satisfaction; AIIQ = 
AI chatbots information quality; AISQ = AI chatbots service quality; CINT = Continuous intention; PEJM= 
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Perceived Enjoyment; PUCB = Perceived usefulness of AI chatbots; e-WOM = e-Word of Mouth. The highlighted 
values within each construct correspond to the square root of the average variance extracted (AVE). 

Additionally, Table 3 includes model fit indicators such as SRMR (standardised root mean 

square residual), NFI (normed fit index), and GOF (goodness of fit), offering insights into the 

overall model fit. Furthermore, a supplementary note below the table highlights the 

significance of the AVE square root in the context of the analysis. 

Goodness of fit indices 

The hypothesis was tested through structural equation modelling using SmartPLS. The study’s 

model has acceptable model fit criteria; values of the fit indices are reported in Table 3. From 

the SmartPLS model fit index, we have used two values: SRMR and NFI. The threshold for 

SRMR is closer to 1 and for NFI the standard value must be below 0.08 (Hair et al., 2019). 

Both values are according to the standard, indicating a good model fit. In addition to these 

criteria, the researcher has developed another global fitness index known as the goodness of 

fit index (GOF) (Tenenhaus et al., 2004). This model’s GOF value is 0.585, higher than the 

threshold of 0.36, confirming this study’s global validation (see Table 3).  

Hypothesis testing results 

The proposed model has excellent and acceptable model fit indices, as reported above. 

Further, R square values indicate adequate explanatory power; R2 values are 0.217, 0.719, 

0.525 and 0.342, respectively, as reported in Table 4. H1a and H1b postulate that AIIQ and 

AISQ positively affect AICS. As reported in Table 4, AIIQ is positively and significantly related 

to AICS (β=0.110, p<0.05), and AISQ also positively affects AICS (β=0.075, p<0.05). 

Therefore, H1a and H1b are supported. H2a and H2b propose a positive and significant impact 

of the PUCB on AAIC and AICS. Results shown in Table 4 indicate that these hypotheses have 

been proved. Hence, H2a and H2b are accepted based on empirical results. The testing for 

H3a and H3b shows that AAIC directly affects the AICS (β=0.180, p<0.001), and AAIC plays 

a mediating role between PUCB and AICS (β=0.084, p<0.001). Therefore, H3a and H3b are 

robustly accepted on empirical grounds. In H4, we proposed a positive and significant impact 

of AICE on AICS. Results reported in Table 4 support this hypothesis (β=0.135, p<0.01); 

therefore, H4 was accepted. Further results indicate that AICS has a positive impact on e-

WOM (β=0.585, p<0.001) and on CINT (β=0.686, p<0.001). These relationships were 

proposed in H5a and H5b; thus, H5a and H5b have been supported. PEJM positively and 

significantly impacts AICS and CINT, as proposed in H6a and H6b. Results provided support 

for H6a (β=0.257, p<0.001), while H6b was rejected based on empirical results shown in Table 

4 (β=0.055, p>0.10). The structural model of the data is shown in Figure 2.  
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Table 4. Hypothesis tests 

Hypothesis Model variables Beta coefficient (β) P values Decision  
H1a AIIQ → AICS 0.110 0.018 Accepted 
H1b AISQ → AICS 0.075 0.022 Accepted 
H2a PUCB → AAIC 0.465 0.000 Accepted 
H2b PUCB → AICS 0.311 0.000 Accepted 
H3a AAIC → AICS 0.180 0.000 Accepted 
H3b PUCB → AAIC →AICS 0.084 0.000 Accepted 
H4 AICE → AICS 0.135 0.004 Accepted 
H5a AICS → e-WOM 0.585 0.000 Accepted 
H5b AICS → CINT 0.686 0.000 Accepted 
H6a PEJM → AICS 0.257 0.000 Accepted 
H6b PEJM → CINT 0.055 0.255 Rejected 
Constructs     R squared 
AAIC 0.217 
AICS 0.719 
CINT 0.525 
e-WOM 0.342 

Note: AAIC = Attitude toward AI chatbots; AICE = AI chatbot engagement; AICS = AI chatbot satisfaction; AIIQ = 
AI chatbots information quality; AISQ = AI chatbots service quality; CINT = Continuous intention; PEJM = 
Perceived Enjoyment; PUCB = Perceived usefulness of AI chatbots; e-WOM = e-Word of Mouth 

 
Note: AAIC = Attitude toward AI chatbots; AICE = AI chatbot engagement; AICS = AI chatbot satisfaction; AIIQ = 
AI chatbots information quality; AISQ = AI chatbots service quality; CINT = Continuous intention; PEJM = 
Perceived Enjoyment; PUCB = Perceived usefulness of AI chatbots; e-WOM = e-Word of Mouth 
Figure 2. Structural model 
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Discussion 
AI-powered chatbot services serve a pivotal role in the realm of e-services, impacting both 

consumers and organisations (Moriuchi et al., 2020; Pantano et al., 2020). The current 

research framework has yielded promising results with respect to AI chatbot service 

satisfaction, continued usage intention, and e-WOM promotion. These findings carry 

significant implications for various theories and behavioural aspects. Evaluating AIIQ and 

AISQ demonstrates their critical role within the AICS landscape, corroborating prior research 

(Ashfaq et al., 2020; Sangpikul, 2022). Furthermore, the perceived usefulness, benefits and 

overall attitude toward AI chatbots during shopping experiences can significantly enhance 

consumer satisfaction. The findings related to PUCB and AAIC are consistent with previous 

research studies (Amin et al., 2014; Hess et al., 2014). Moreover, these AI-driven chatbots 

have demonstrated their potential to enhance consumers’ engagement with brand services, 

yielding positive outcomes. This underscores their role as catalysts for strengthening the bond 

between consumers and brands. 

In our present research, AI chatbot services have demonstrated a remarkable capacity to 

actively engage consumers, thereby exerting a positive influence on the AICS landscape. This 

observation aligns harmoniously with prior research endeavours (Gangale et al., 2013; Yusuf 

et al., 2018), underscoring the consistency of these findings with established trends. 

Furthermore, our study elucidates the significant impact of AICS on consumers’ intention to 

continue using chatbots (CINT). The results are indicative of consumers’ satisfaction with AI 

chatbot services, as they express eagerness to persist in their usage and enthusiastically spread 

positive e-WOM about them. This trend aligns cohesively with the research conducted by (Yu 

et al., 2022; Yusuf et al., 2018). Lastly, our research findings concerning PEJM are in 

consonance with previous studies. While the data suggests that PEJM may not have a direct 

positive impact on CINT, it is worth noting that consumers may already be well acquainted 

with such services. Thus, their satisfaction remains intact, although they may not derive 

exceptional enjoyment from the experience. It is conceivable that a more extensive sample size 

could yield nuanced results, shedding further light on this aspect. 

Theoretical contributions 

The study’s findings make significant contributions to the realm of AI chatbot usage theory. 

Firstly, the results underscore the expansion of the ISS model (Alahmari et al., 2019; Delone 

et al., 2003) and TAM theory (Manis et al., 2019; Simay et al., 2022) due to the incorporation 

of AI chatbots. The study’s framework was meticulously crafted to illuminate the pivotal 

determinants of AI chatbots, encompassing user satisfaction, e-WOM propagation, and 

sustained usage intention. Secondly, the research integrates the notions of positive AICE (Hill 
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et al., 2015) and PEJM (Ashfaq et al., 2020). It extends the literature on the engagement 

aspect between consumers and organisations, enriching the existing literature concerning the 

engagement dynamics between consumers and organisations in the context of AI chatbots. 

Lastly, while numerous studies have explored chatbot adoption across diverse industries, few 

have delved into the realms of CINT and e-WOM within the sphere of AI-enabled chatbots for 

shopping. The study’s findings serve to illuminate the distinctive role that chatbots equipped 

with AI tools play in the landscape of online shopping, offering fresh insights into this evolving 

domain. 

The role of attitude is paramount, as it consistently yields positive outcomes, aligning with 

previous research findings (Sánchez-Prieto et al., 2017; Suh & Youjae, 2006). The framework’s 

results underscore the significance of AI-enabled chatbots in online shopping, as they 

effectively engage consumers through their utility and enjoyment factors. Consequently, this 

heightened engagement accelerates the adoption of these services, fostering deeper 

connections with a brand. As affirmed by earlier studies, consumer engagement holds the 

potential to enhance brand image and foster loyalty (Helme-Guizon et al., 2019; McLean et 

al., 2019). Moreover, the study recognises the pivotal role of e-WOM in the digital landscape. 

It is evident that satisfied consumers interacting with AI chatbots are more likely to contribute 

positively to e-WOM (Gkinko et al., 2022; Uslu, 2020; Yang, 2017). In summation, the overall 

findings are distinctly favourable toward AI chatbots, substantially advancing the 

development of AI theory by shedding light on their pivotal role in enhancing engagement, 

satisfaction, and e-WOM within the realm of online shopping. 

Practical contributions 

The study’s findings offer valuable insights and practical implications for managers across 

various domains. First, organisations should prioritise the development of factual information 

and service systems that ensure the timely delivery of accurate information. This is 

paramount, as the study predicts that the quality of AI chatbots’ information and service 

delivery significantly influences customer satisfaction. Superior quality in these aspects can 

play a pivotal role in shaping more effective e-commerce business strategies. In today’s 

COVID-19 environment, the importance of human–machine interaction is further 

underscored. Therefore, the establishment and enhancement of AIIQ and AISQ are imperative 

for the successful implementation of AI chatbots in online platforms.  

Second, it is essential to acknowledge that innovative technologies like AI chatbots may elicit 

negative sentiments due to their inability to fully meet the needs and desires of consumers 

requiring human interaction. Hence, a balanced approach that combines human and machine 

interaction is recommended. By leveraging AI chatbots alongside human services employees, 
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organisations can provide users with a digitally satisfying experience, fostering continued 

usage and positive e-WOM. 

Third, the study underscores the pivotal role of enjoyment when predicting positive outcomes. 

Service benefits can be elevated to provide a sense of entertainment or enjoyment while in use. 

Therefore, retailers should consider incorporating gamification elements that engage 

consumers and deliver pleasure or joy during their interactions. Lastly, the ease of use and the 

provision of multiple benefits to end users should be central to the AI chatbots employed by 

different brands. Simplifying the user experience can have a positive impact on satisfaction, 

continued usage intention, and e-WOM. Thus, retailers should prioritise the development of 

user-friendly formats for AI chatbots. It is worth emphasising that AI chatbots distinguish 

themselves from RBAs by offering greater usefulness, enjoyment and engagement potential. 

These qualities contribute significantly to enhancing customer satisfaction, continuous usage 

intention, and positive e-WOM, making AI chatbots a valuable tool for businesses across 

industries. 

Limitations 

The study’s results are helpful, but they still have limitations. First, the study’s respondents 

were those who have experience using chatbots. For future reference, those respondents who 

haven’t had any experience using AI chatbots could also participate. Technologies exist that 

are assisted or integrated with AI, such as augmented reality or virtual reality. These can also 

be used for future research. Second, ISS and TAM theories are well known, but some theories 

and variables can be incorporated for future studies, such as innovation diffusion theory, AI 

novelty, AI self-efficacy and technology anxiety. Further, perceived risk and trust can also play 

a significant part in future studies. Using different theories can provide a different perspective. 

Consumer culture theory can also perhaps be part of this future direction. Third, the sample 

comprised 554 respondents, which is good enough to highlight positive results in the 

framework. However, the Indian population is extensive, so a higher sample size would help 

to further understand AI chatbots in online shopping. Fourth, a comparative study can also 

play a key role in understanding AI-enabled chatbots. And last, combining front-line 

employees and AI chatbots within the real physical environment could be part of the future 

research.  

Future directions 

This study’s insights offer valuable information for brand managers, enabling them to 

formulate comprehensive strategies for both online and offline platforms. In the rapidly 

evolving landscape of brand management, emerging technologies have a pivotal role. These 

http://doi.org/10.18080/jtde.v11n4.735


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.735 173 
 

technologies not only serve as effective customer attractors but also play a significant role in 

elevating the level of engagement between consumers and brands, fostering positive 

relationships. The integration of AI into brand operations presents a promising avenue in 

creating an amazing experience for the consumers. AI-driven systems have the capacity to 

assist consumers, tailoring recommendations based on their moods, attitudes and behaviours. 

This personalised approach not only enhances the consumer experience but also strengthens 

the bond between consumers and brands. Furthermore, brand managers can play a crucial 

role in enhancing employee engagement by providing training on the utilisation of AI. 

Empowering frontline employees to integrate AI into their sales processes can yield 

substantial benefits for both the company and its consumers. This synergy between human 

and AI-driven selling behaviours have the potential to optimise operations and further 

enhance the overall customer experience. In essence, the strategic incorporation of AI into 

brand management can lead to a win-win scenario, benefitting the company and its valued 

consumers. 

Conclusion  
The current human–machine interaction study was developed to understand consumers’ 

satisfaction, CINT and e-WOM regarding AI chatbots. The use of such technologies is 

increasing, and many organisations are keen to further develop these services. The results’ 

significance shows that consumers are willing to use these services and spread positive e-

WOM. ISS and TAM have demonstrated that consumers find AI chatbots valuable and sound. 

The use of AI chatbots during online shopping can create immersive engagements for  

consumers, providing satisfaction, positive attitude and enjoyment. The results show that 

consumers are willing to develop a positive attitude toward using AI chatbots. Further, the 

brands or retailers could develop better strategies by introducing human services employees 

and AI chatbot integration to improve their services. Brands should integrate AI technology 

within online and offline environments to attract a customer base. AI chatbots can be of 

assistance not only to consumers but also to frontline employees. Therefore, it can be 

beneficial for companies to initiate integration of this technology to enhance both employee 

performance and consumer engagement.  
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Abstract: On Wednesday, 8 November 2023 at about 4am, approximately 10 million Optus 

retail and 400,000 business customers lost network access as a result of the IP Core network 

shutdown. Optus stated that the cause of the network outage was a routine software upgrade 

that led to routing information updates from an international peering network causing key 

routers to disconnect from the network. This paper provides an analysis of the national outage, 

what information is needed to fully understand what occurred, and considers the lessons that 

might be learned.  

Keywords: Telecommunications, Outage, Border Gateway Protocol, Internet Protocol Core 

Network, Resiliency 

 

Introduction 
On Wednesday, 8 November 2023 about 4.05am, Australia’s second largest 

telecommunications company (Optus, 2023a), Optus, suffered a nationwide network outage 

that lasted more than 12 hours (Gregory, 2023a). At 4pm on the same day, Optus declared 

(Williams, 2023) the network outage had been resolved. 

There were three key activities undertaken by Optus as the day unfolded (Optus, 2023a). The 

first was to identify and rectify the cause of the outage; the second was interacting with the 

Government and regulatory bodies; and the third was customer and media interaction. 

In the days that followed, Optus’ response to its stakeholders appeared uncoordinated, 

disorganised and chaotic — unsure of what information it should provide publicly (Haskell-

Dowland et al., 2023) and privately to Government and the regulators about what had 

occurred, what was being done to resolve the problem and how it would compensate 

customers affected by the outage. 
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About three hours after the commencement of the national outage, Optus notified the 

Australian Communications and Media Authority (ACMA) that the network outage was 

“adversely affecting the carriage of emergency calls over the Optus network” (Optus, 2023a). 

As a gesture of apology, on 9 November 2023, Optus indicated that it would provide eligible 

customers with 200GB of additional data as compensation (Optus, 2023c; Ainsworth, 2023). 

Media reports indicated that “customers were outraged” with the compensation offered by 

Optus. News.com.au reported that one customer had “shared a hack” that could be used by 

some affected customers to exchange the data for a plan charge (monetary) reduction 

(Whelan, 2023). 

Attempting to explain the root cause of the outage, on 13 November 2023, in a media alert 

(Appendix), Optus suggested that the outage may have been partially due to failure in a third 

party “international peering network” (Optus, 2023b), which appears to have been the Singtel 

Internet Exchange (STiX), operated by Singtel, the parent company of Optus. On 16 November 

2023, Singtel denied responsibility for the outage (Evans, 2023). 

At a Senate hearing on 17 November 2023, an Optus representative stated: “We have applied 

the necessary protection to ensure that none of our peering partners could create a situation 

where a repeat of the outage could happen again” (Optus, 2023a). 

Comparison with Meta Outage 
On 4 October 2021, at about 15:40 UTC, routing announcements and withdrawals occurring 

from the Meta network, which hosts Facebook, WhatsApp and Instagram (collectively 

identified in this paper as Facebook), peaked leading to Meta’s Domain Name System (DNS) 

servers going offline (Martinho & Strickx, 2021). 

CloudFlare (2023a) describes the DNS as “the phonebook of the Internet”. IBM (2023) 

describes DNS as the system that “makes it possible for users to connect to websites using 

Internet domain names and searchable URLs rather than numerical Internet protocol 

addresses. Rather than having to remember an IP address like 93.184.216.34, users can 

instead search for www.example.com”. 

It appears that the reason for Meta’s DNS servers going offline was a problem related to Border 

Gateway Protocol (BGP) updates and announcements. Cisco (2023b) describes BGP as “the 

most scalable of all routing protocols. BGP is the routing protocol of the global Internet, as 

well as for Service Provider private networks. BGP has expanded upon its original purpose of 

carrying Internet reachability information, and can now carry routes for Multicast, IPv6, 

VPNs, and a variety of other data”. 
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The Facebook BGP updates and announcements for the period 14:00 UTC (01:00 AEDT) to 

18:30 UTC (05:30 AEDT) on 4 October 2021 are shown in Figure 1. 

 
Figure 1. BGP Updates Facebook (Time: UTC) (Martinho & Strickx, 2021) 

At 17:00 UTC (4am AEDT) on 7 November 2023, CloudFlare (2023b) reported a significant 

increase in BGP announcements from the Optus network, as shown in Figure 2, that led to the 

Optus routers disconnecting from its Core network due to “preset safety levels” (Gregory, 

2023a). 

 
Figure 2. BGP Announcements Optus (Time: UTC) (CloudFlare, 2023b) 

Network failures due to BGP are not uncommon, and incorrect BGP configuration will 

typically affect DNS and routers, followed by gateway and firewall devices. However, a central 

tenet of IP network routing protocols is the ability to offer multiple, diverse routing to ensure 

that events such as this one do not occur. To learn from this episode, it is critical that network 

operators like Optus develop contingency plans that minimise the impact of BGP routing 

failure in future. Optus has not clearly explained publicly how such a single software update 

failure could have resulted in such a widespread and protracted outage could occur. 

The explanation provided by CloudFlare (Martinho & Strickx, 2021) of the Facebook outage 

provides a starting point for understanding what happened to Optus. A flood of BGP 

announcements can cause devices (DNS servers, routers, etc.) to disconnect, effectively 

bringing traffic flows to a halt. 
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Internet Protocol Core Network 
It has become clear that the Optus outage was the result of a fault in the “core network” 

(Haskell-Dowland et al., 2023) that affected approximately 10 million retail and 400,000 

business customers. 

The Internet is complex, so most carriers, including Optus, use the concept of the “three layer 

network architecture” (Cisco, 2023a) to explain it. This abstraction splits the entire network 

into layers, as shown in Figure 3.  

 
Figure 3. Three-layer Network Architecture. This architecture is just one of many different ways of describing 
complex networks. CC BY-SA (Gregory, 2023b) 

The access layer 

This layer consists of the devices you use to connect to the internet. They include the customer 

equipment, National Broadband Network firewalls and network termination devices, routers, 

mobile towers, and the wall sockets you plug into. Figure 4 shows an access network firewall, 

cable and mobile tower. 

 
Figure 4. The access layer is what people interact with most often. CC BY-SA (Gregory, 2023b) 

This layer generally is not interconnected, meaning each device sits at the end of the network. 

If you want to call a friend, for example, the signal would have to travel deeper into the network 

before coming back out to your friend’s phone. 

An outage in the access layer might only affect you and your local neighbourhood. 
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The distribution layer 

This layer interconnects the access layer with the core network (more on that later). 

Remember that the access layer regions are not connected to each other directly, so the 

distribution layer is the interconnecting layer. Another term for the interconnection cables is 

“backhaul”. Backhaul is to the Internet like the main water pipes that travel between suburbs 

and towns are to a plumbing network. It is a bit more abstract but generally includes large 

switches in local exchange buildings, and the cabling that joins them together and to the core 

network. 

Local exchange buildings, like the one shown in Figure 5, are being turned into network edge 

(Crozier, 2020) data centres to support distributed Cloud applications and services (Telstra, 

2023a). 

 
Figure 5. An exchange building in Bendigo, Victoria. Google maps, CC BY-SA (Gregory, 2023b) 

The main purpose of the distribution layer is to route data efficiently between access points. 

An outage in this layer could affect whole suburbs or geographic regions. 

The core layer 

The core layer is the most abstract. It is the central backbone of the entire network and 

connects the distribution layers together and connects telecommunication carrier networks 

with the global network. 

While physically similar to the distribution layer, with switches and cables, it is larger and 

much faster, contains more redundancy and is the location on the carrier’s network where 

device and customer management systems reside. The carrier’s operational and business 

systems are responsible for access, authentication and network security, traffic management, 

service provision and billing. 
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Figure 6 shows a small section of a typical data centre, including infrastructure that is used to 

support and host Cloud applications and services. 

 
Figure 6. The core layer is abstract but includes fibre optic cables and datacentres. Pexels, Lukas Coch/AAP, 
CC BY-SA (Gregory, 2023b) 

The core layer’s primary function is volume and speed. It connects data centres, servers and 

the World Wide Web into the network using large fibre-optic cables. 

An outage in the core layer can affect the entire country, as occurred with the Optus outage. 

Why three layers? 

A problem with networking is how to keep everyone connected as the network expands. 

In a small network it may be possible to link everyone together but, as a network grows, this 

would be unwieldy (Gregory, 2023b), so the network is divided into layers based on function. 

The three-layer model provides a functional description of a typical carrier network. In 

practice, networks are more complex, but we use the three-layer model to assist with the 

understanding of where equipment and systems are found in the network; e.g., mobile towers 

are in the access layer. 

The core layer is designed to ensure that access-layer traffic coming from and going to the 

Internet or data centres is processed and distributed quickly and efficiently. Today, many 

terabytes of data moves through a typical carrier Core network daily. 

A failure in the Core, caused by routers or DNS servers disconnecting, can affect an entire 

network. However, a central premise of the design of the Internet from the beginning has been 

to include multiple paths of core network redundancy to provide alternate routes for traffic to 

reach its destination if one or more primary routes has failed or becomes congested. When 

multiple routes of primary and redundancy pathways fail simultaneously, causing widespread 

outages, questions arise as to whether there may be fundamental flaws in the design of the 

core network architecture.  
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When an upstream BGP gateway is updated and taken offline during the update process, 

downstream BGP gateways can be forced to move to an alternate upstream connection, and 

this can cause the BGP gateway to effectively reset its BGP routing table, generating a large 

spike in BGP announcements and updates. Firewall filter rules and policies should be in place 

to deal with spikes in BGP announcements and updates. Having a secondary upstream path 

that is already in place can ameliorate the impact of routing path changes. 

Analysis 
Information provided by Optus about the network outage does not provide a clear 

understanding of what occurred and why. Questions remain about the network design, 

redundancy and resilience. 

The Optus outage appears to be the result of human error and not infrastructure failure nor a 

cyber incident. From what we know now, the Optus outage was preventable and has 

highlighted deficiencies in the Optus network design. 

In this section, selected aspects of the Optus network outage will be discussed. 

Critical infrastructure 

The impact of the Optus outage was significant. The cost to customers and the nation is 

anticipated to be approximately $2 billion or more in economic activity. 

The most important service to become unavailable was the Triple Zero (000) Emergency Call 

service (Bolger, 2023; Gregory, 2023a). Optus reported that 228 calls to the emergency call 

service were unable to be connected (Vidler, 2023). 

This raises the question of whether Government should deem the IP Core networks of the three 

national carriers to be ‘Critical Infrastructure’. By doing so the Government would ensure, 

through legislation, regulations, and cooperative network analysis amongst key industry 

players, that a similar outage would not happen again. 

By deeming the three carrier IP Core networks to be Critical Infrastructure, the Government 

could require through regulations that there is more transparency, and improved reporting to 

the regulator, the Australian Communications and Media Authority (ACMA), on network 

design, management practices, redundancy and resiliency. 

Recommendation 1. Government deem carrier networks to be Critical Infrastructure. 

Recommendation 2. Government to introduce legislation and regulations regarding the 

minimum requirements for redundancy and resiliency of carrier networks. 
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Network design and implementation 

The Optus IP Core network outage appears to indicate that the Optus network is not 

sufficiently resilient. The cascading failure caused when the Core network routers 

disconnected appears to have caused the entire network to cease operation about 4.05am on 

Wednesday, 8 November 2023. 

Optus has not released sufficient technical information for third parties to gain a clear 

understanding of its Core network architecture; however, it appears to be based on a 

centralised data centre with supporting edge data centres located around Australia. The 

centralised data centre is likely to host the key systems used for authentication, customer 

access, operations and billing. We gained an insight into this architecture when Optus 

indicated that it needed to send technical staff to sites to reset “100 devices in 14 sites across 

the country” (Williams, 2023). 

In the Optus media release sent out on November 13 (Appendix), Optus states that it would 

“work with our international vendors and partners to increase the resilience of our network”. 

This raises questions: 

1. Is Optus the design authority over its IP Core network? 

2. Does Optus have sufficient engineering and technical staff supporting its networks? 

3. What visibility is there that carrier Core networks are redundant and resilient? 

4. What percentage of the technical and operational staff supporting the Optus IP Core 

network have accredited Australian Engineering or Computer Science qualifications 

and what percentage are on the National Engineering Register? 

5. Is it appropriate for Singtel, the parent company of Optus, to have a direct involvement 

with the architecture or operation of the Optus Core IP network? Does this introduce 

a cyber-attack vector that is outside Australian jurisdiction? 

Recommendation 3. Government to introduce regulations that provide minimum 

requirements for the control and operation of carrier networks. 

Recommendation 4. Government to introduce regulations that provide minimum 

requirements for the competency of employees responsible for carrier networks. 

Recommendation 5. Government to introduce regulations that specify the minimum 

requirements for carriers to maintain an Australian workforce that is responsible for the 

architecture, implementation and operation of carrier networks. 
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Domestic mobile roaming 

The loss of communications by Optus customers during the national network outage could 

have been reduced if emergency domestic roaming was available. Temporary domestic mobile 

roaming during an emergency is currently being investigated by Government (Rowland, 

2023). The government ministers have tasked the Department of Infrastructure, Transport, 

Regional Development, Communications and the Arts and the National Emergency 

Management Agency to identify an emergency mobile roaming capability in collaboration with 

mobile carriers and to report back to Government by March 2024. 

This activity comes after the Australian Competition and Consumer Commission (ACCC) 

completed an eighteen-month inquiry into the feasibility of temporary mobile roaming during 

an emergency. The ACCC concluded that it was “technically feasible” (ACCC, 2023). The 

outcome of the ACCC inquiry was unremarkable, as domestic mobile roaming occurs in many 

countries and across Europe. 

In Australia, as in other countries, carriers are typically opposed to domestic mobile roaming 

as there is a perception that it reduces competition. In response to the Optus network outage, 

Telstra again reaffirmed its position that it is opposed to network sharing, even during an 

emergency (Telstra, 2023b). This position may have some merit, as Optus customers roaming 

onto the Telstra network during an emergency would significantly increase traffic demands on 

the Telstra network, likely causing significant network congestion (especially in regional 

areas) and potentially preventing Telstra customers from accessing the network, unless its 

entire regional network, or areas deemed to be high risk, were upgraded with additional 

capacity. 

Importantly, domestic mobile roaming implemented with the carrier Core IP networks being 

traversed for device and customer authentication would not be a solution for the Optus 

network outage. In this scenario, the Optus customer devices would not be able to connect to 

another carrier’s network. 

Domestic mobile roaming implemented with a shared replicated authentication system to 

provide seamless domestic mobile roaming can be implemented. This would be a variation to 

Gateway Core Network, a version of active sharing that supports up to six network operators 

(3GPP, 2023). Arguments that the cost is prohibitive have not been tested publicly. 

Domestic mobile roaming should have been introduced in Australia in 1997. Efforts to achieve 

this outcome are ongoing. There are many positive reasons for doing so, and no negatives other 

than the carriers being required to adopt an adjusted business model. In recent years the 

carriers have sold off large amounts of infrastructure, so the previous arguments about 
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infrastructure being vital to competition are no longer sustainable. Unfortunately, new 

arguments that are equally unsustainable are now being put forward. 

Implementing a shared replicated authentication system would be a secondary solution to 

ensuring that the carrier IP Core networks have appropriate redundancy and resiliency. 

However, with the light-touch regulatory environment currently in place in Australia, there is 

no transparency related to this matter. 

Recommendation 6. Government launch a public inquiry into the technical 

implementation and cost for shared replication of device and user authentication. 

Core IP network redundancy and resilience 

The Optus network outage was surprising because Optus appears to indicate that the Core IP 

network does not have a design that is fully resilient. Redundant devices and routes may not 

exist or were inoperable; and separated control networks are not implemented or were 

inoperable. If any of these was indeed the case, then this highlights serious flaws in the Optus 

network design. 

The requirement to send field technicians to sites to reset routers in those locations is 

surprising, as centrally controlled power solutions capable of initiating remote resets have 

been available for more than 30 years. 

It should be anticipated that key network devices, such as DNS servers, routers, gateways and 

security appliances have their console ports connected to console servers that are connected 

to a separate protected control network. 

It should be anticipated that key routers, DNS servers and other network devices have 

collocated redundant devices that are running the previous configuration to that running on 

the operational device. In the event of an outage due to a network software upgrade or 

misconfiguration, it should be possible for an intelligent network to disconnect the 

misbehaving device from the network and to bring up the redundant device before a 

catastrophic network outage occurs. 

BGP is one of the original Internet protocols and, as such, there is considerable knowledge 

about how to implement BGP and to protect BGP appliances from flooding (update and 

announcements), hijacking, cyber attacks and other problems (Cisco, 2018, 2019). 

This raises the question as to the suitability of the Optus IP Core network architecture and 

implementation. Whilst Optus has stated that it is taking steps to ensure that the outage will 

not occur again, what can be seen of the Optus IP Core network raises concerns that it is fragile 

and could be subject to the same or other failures in the future. 
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Recommendation 7. Government regulate that independent Australian accredited 

registered engineers carry out annual audits of the carrier IP Core networks and provide 

reports to the regulator. 

In Australia there is a requirement that the financial statements of most major corporations 

be audited annually, yet there appears to be a reluctance to audit Critical Infrastructure. The 

hands-off approach to regulation, also known as self-regulation, could leave the nation at risk 

of unwanted and unjustifiable outcomes. 

Conclusions 
It is reasonable to conclude that the Optus network was not fit for purpose leading to a national 

outage on 8 November 2023. A human error should not have been capable of bringing the 

entire Optus network down and the length of time taken to rectify the outage was excessive 

and required manual intervention at sites around the nation. 

The extent of the problem is not fully understood and there is a need for Government to take 

action to ensure that similar failures to critical infrastructure do not occur in the future. 

Government can improve legislation and regulation of critical infrastructure to ensure there 

are minimum requirements regarding transparency, redundancy, resiliency, accredited 

nationally registered employees, competency and network design and implementation 

practices. There is a need to introduce auditing of critical infrastructure and reporting. 

The argument put forward by carriers that solutions are technically unfeasible and costly must 

be justified and balanced against the cost to customers, the nation and, more importantly, 

people imperilled by critical infrastructure failures. 
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Appendix 
From: Optus Media Centre <media@optus.com.au>  
Sent: Monday, November 13, 2023 1:14 PM 
To: Optus Media Centre <media@optus.com.au> 
Subject: [EXTERNAL] Media Alert: Update on Optus outage 

Good afternoon, 

Please find additional details below on the cause of last week’s outage: 

Optus Media Alert 

We have been working to understand what caused the outage on Wednesday, and 
we now know what the cause was and have taken steps to ensure it will not happen 
again.  We apologise sincerely for letting our customers down and the 
inconvenience it caused. 

At around 4.05am Wednesday morning, the Optus network received changes to 
routing information from an international peering network following a routine 
software upgrade. These routing information changes propagated through 
multiple layers in our network and exceeded preset safety levels on key routers 
which could not handle these. This resulted in those routers disconnecting from 
the Optus IP Core network to protect themselves.  

The restoration required a large-scale effort of the team and in some cases required 
Optus to reconnect or reboot routers physically, requiring the dispatch of people 
across a number of sites in Australia. This is why restoration was progressive over 
the afternoon.   

Given the widespread impact of the outage, investigations into the issue took 
longer than we would have liked as we examined several different paths to 
restoration. The restoration of the network was at all times our priority and we 
subsequently established the cause working together with our partners. We have 
made changes to the network to address this issue so that it cannot occur again. 

We are committed to learning from what has occurred and continuing to work with 
our international vendors and partners to increase the resilience of our network. 
We will also support and will fully cooperate with the reviews being undertaken by 
the Government and the Senate. 

We continue to invest heavily to improve the resiliency of our network and 
services. 

### 

 

http://doi.org/10.18080/jtde.v11n4.898


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.913 199 
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Abstract: John Burke was a long-term member of TelSoc, a member of the Editorial Advisory 

Board of this Journal, and Convenor of TelSoc’s Broadband Futures Group. His sudden and 

unexpected death on 24 August 2023 was received with shock and great sadness by his 

colleagues in many fields, including in TelSoc and the ex-Telstra diaspora. This tribute focusses 

on John Burke’s substantial contribution over a long period to the telecommunications sector, 

but provides some indication of the other work that he did over his 81 years for the various 

communities of interest of which he was part. John believed in the power of informed 

communities to take action to improve society in terms of equitable outcomes and opportunity, 

and persistently acted on that principle. 

Keywords: John Burke, Obituaries, Australian telecommunications, First Nations, TelSoc 

Introduction 
John Burke lived a full life and had an amazing 

capacity to pursue matters of public policy and 

community interest that he considered could deliver 

real and tangible benefits to communities and to 

society at large.  It is this clear thread that runs 

through his life story, even though, as he admitted, 

his career paths were not clear to him when he 

started out or for some time later (Burke, 2022, 

p. 39).  
Figure 1. John Burke in 2009 at Mallacoota 
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John saw his life and work as “episodic” (Burke, 2022, p. 39). The telecommunications 

episodes are the focus of this tribute, but other episodes provide a context within which to 

better appreciate the work that he did and his contribution. This tribute does not touch on 

some areas of John’s rich and varied life, such as his work with communities involved in 

conservation and environmental sustainability. However, the pattern and the values that he 

espoused were consistent.  

Early Life 
John Philip Burke was born in Melbourne on 28 January 1942, and grew up in the beachside 

suburb of Sandringham. He was a serious student and leaned heavily towards mathematics 

and science in his academic orientation. He also leaned towards athletics and this was a major 

focus of his teenage years, through the Sandringham Athletics Club. John himself has noted 

that, between mathematics, science and athletics, he had little time or energy for other 

interests in those years. However, John’s high achievements in athletics reflect his intense 

dedication to everything he did. 

He was enrolled in a Science degree course at the University of Melbourne and studied there 

from 1959 to 1961. He majored in Pure Mathematics and the Theory of Statistics. In 1960, he 

was awarded the Dixson Scholarship for Pure Mathematics, a result that he attributed to a 

well-developed exam technique rather than superior insights into the subject (Burke, 2022, 

p. 38). He was invited to undertake an honours year in 1962, but he declined, because that 

course of action would lead to an academic career, which was not what he was seeking at that 

stage. 

Instead, he joined IBM in London. But he soon returned to Melbourne to undertake further 

education to develop his capacity to become a teacher. He completed a Diploma of Education 

at the University of Melbourne and a Bachelor of Education at Monash University.  

He also undertook post-graduate studies at Stanford University for a Master of Science degree 

on a Fullbright Scholarship. These studies, which consisted of considerable course work and a 

research assignment, would have resulted in a PhD had John completed them. His research 

field was in statistical techniques, with a minor discipline in computer science, a fast-

developing field in those days. John found that there were fundamental limitations to 

computer-aided education. He says: “What it [the experience] gave me though was the 

understanding that, within the relationship of computer science and education, there was no 

developmental path for me, just one of critique” (Burke, 2022, p. 53). John’s commitment to 

education was enhanced, but his commitment to computer-aided approaches diminished. 

He returned to Australia and became a secondary teacher in Victoria for a while. 
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The Malvern Learning Exchange 
In 1971, John and his first wife, Kerry, moved to East Malvern. They were both heavily invested 

in the possibilities of community action to advance local community-based learning 

opportunities. Kerry was a lecturer in economics and had recently spent 18 months teaching 

in Japan. 

In 1971, they started planning with friends and neighbours to take a major initiative in “de-

formalised” education through what was to become the Malvern Learning Exchange, one of a 

number that were being established in Melbourne at that time (Neighbourhood Houses, 

2022). The initiative was written up in The Age newspaper in December 1973: 

“They stocked a shop in Malvern with education books, toys, games, musical 

instruments, a card-index system and a small computer terminal for teaching purposes 

and typesetting. A roster of volunteer helpers was worked out. 

“At first the exchange worked by handling inquiries over the telephone or from people 

who dropped into the shop. Everyone they met was encouraged to fill out forms and 

become “resource people”, listing their hobbies and interests and any skills they might 

be able to share with others” (Mathews, 1973).  

The Age article records the wide diversity of people’s interests at the time and the need to scale 

up the processing of matching interests and service providers: 

“Those whose wires crossed were put in touch with each other. But there were so many 

left over that it soon became necessary to establish a newspaper to gain a wider 

audience and to provide a forum for articles, ideas and discussions. The newspaper 

now [December 1973] appears monthly and has more than 400 subscribers throughout 

Australia, New Zealand and Papua New Guinea” (Mathews, 1973). 

John noted that the first exchange was housed in a shop called the Lexicon Shop in High Street, 

Armidale (Burke, 2022, p. 61). 

John’s commitment and involvement in setting up the Malvern Learning Exchange is 

testimony to his persistence and to his determination to find practical means of implementing 

initiatives that will make a difference to the communities served. I especially mention this 

period of John’s career because it was a forerunner to other similar initiatives and programs 

in which he later became involved.  

The Learning Exchange had a long-term impact. Over 120 newsletters and articles were 

produced in the years to 1983. However, it struggled financially and barely made enough to 
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keep going. There were various attempts to resuscitate it after John left, but it was finally 

closed in the mid-1980s (Burke, 2022, pp. 62―65).  

Commission for the Future 
The Commission for the Future was established by the Hawke Government in January 1985, 

and its creation was greatly encouraged by the then Minister for Science, Barry Jones MP.   

“It focussed on issues affecting the future including the predicament of youth, the 

ecology of health, sustainable environments, improving skills in Australia, 

technological change and law, management and work organisation, education futures, 

biotechnology, the information society, foreign affairs, the greenhouse effect, labour 

trends and population studies.” (EOAS, 2011). 

The Commission was contentious throughout its existence from 1985 to 1998, and was 

generally considered to be underfunded (EOAS, 2011). A more detailed assessment of the 

Commission’s achievements and challengers by Richard Slaughter suggests that the 

Commission: 

“… attempted to carry out a wide range of projects and initiatives, many of which were 

intended to raise public awareness. But most projects were issues-based and it was not 

until rather late in the piece that standard futures methodologies were even 

contemplated. In this it differed from most other IOFs [Institutions of Foresight]. The 

initial selection of staff was dictated more by a political agenda (Jones was the Federal 

Minister for Science) than a professional one, and this coloured the nature of the 

organisation from the start. At no time thereafter did any full-time employee possess a 

background in FS [Future Studies]” (Slaughter, 1999, pp. 93―94). 

This was the organisation that John joined in 1987 as a Deputy Director. His role within the 

Commission is unclear. However, from discussions with John in recent years, the author 

believes that his work was related to the future of education and to the planning process itself. 

He did attribute to his time with the Commission further development of his views about the 

rigour and integrity required if planning and related processes are to be effective and 

accountable. The downside, for John, appears to have been that the Commission was not 

gaining much traction and not providing the practical impact that he sought and achieved via 

the Learning Exchange. He left in 1988. 

Telecom Australia and Telstra 
John joined Telecom Australia in early 1989, taking up the position of Manager, Consumer 

Liaison and Policy Research, reporting to Ted Benjamin (and via him to Graeme Ward) in 
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Telecom’s Melbourne Headquarters. Due in part to the controversial proposal to introduce 

timed local calls, Telecom decided to establish a formal consultative process with consumer 

representatives. The first formal meeting of the Telecom Australia Consumer Council occurred 

in June 1989. Initially, representatives of ten consumer organisations met quarterly with 

Telecom senior managers. Under its formal structure, the Council was co-chaired by a senior 

Telecom executive and an elected consumer representative (Communications Law Centre, 

1996). The Council evolved to the Telstra Consumer Consultative Council and operated until 

August 2009.  

John’s responsibilities included managing this consultative process. His knowledge of the 

community sector and his excellent collaborative style were instrumental in establishing the 

process and making it effective. One of the early engagements with consumers related to credit 

management and organisation responses to consumer hardship. John oversaw the 

establishment of the credit management working group, the first of a number of working 

groups which reported to the Consumer Council. There were significant improvements to 

Telstra’s policies, products and services over time in this area. 

Other benefits from this process included a continuing focus on people with disability and 

accessible telecommunications, product and service innovation, an affordability study, a 

pricing accord, raising awareness about public policy matters such as access to high-speed 

broadband, to name a few (Smith, 2000). 

In 1991, John took up the position of Assistant Director, Business Planning, reporting to 

Graeme Ward, Managing Director, Corporate Strategy. There is no doubt from John’s own 

observations then and later, confirmed by others who knew him at the time, that John found 

the process of corporate planning in a large and complex organisation to be stimulating, 

challenging and very frustrating. The need to compromise in order to move forward was not 

something that came easily to John, particularly when he was unable to engage directly with 

some of the higher levels of decision-making in Telstra. 

Graeme Ward recalls: 

“I moved John to run the business planning process in the company to bring together 

Telstra’s corporate plan both for internal consumption and to present to the Federal 

Government, as Telstra was 100% Government owned at that time. John worked 

closely with the late John Murphy to embed the overall company strategy into 

individual business unit plans across the company. 

“This role was extremely challenging given the size and complexity of the company and 

the often-competing objectives of the key stakeholders, being corporate Telstra—both 

Strategy and Finance—the business units and Government. 
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“John took on the role with his characteristic energy and collaborative style without 

shirking the challenge, working the issues and with the team produced credible 

corporate plans approved by the Telstra Board and acceptable to government” (Ward, 

2023). 

John resigned from Telstra in 1994, by which time he was the Group Manager, Business 

Planning, Telstra Corporate Strategy (Burke, n.d.).  

Centre for International Research on Communication and 
Information Technologies (CIRCIT) 
CIRCIT was set up in 1989 to provide independent research and education on information and 

communication services. The aim was to create new knowledge relevant to the community, 

industry and government, so as to increase the social and economic wellbeing of people in 

Australia and other parts of the world. It was established with funding from the Victorian State 

Government, Telecom Australia and other organisations. 

John Burke took over as Director of the Centre for International Research on Communication 

and Information Technologies (CIRCIT) in 1994. This was a transitional time for CIRCIT as 

it moved from state government funding for its first five years to being independently funded. 

John kept CIRCIT operating through research funded by industry and the state government on 

a project-by-project basis, which was financially very challenging. In 1998, CIRCIT accepted 

RMIT’s invitation to become part of the university. John Burke left CIRCIT in 2000. It closed 

down in 2001.  

John’s major contribution was to bring users, technologists, industry and policymakers together 

to talk to each other. Having worked with technologists, industry and policy makers, it was 

important for John that design and policy related to communication and information 

technologies led to effective solutions for everyday problems. His work with community 

organisations had focused on social justice and a fair society. This meant information and 

communication technologies had to work for all consumers, including the most marginal and 

vulnerable users.  

CIRCIT under John Burke contributed towards an understanding of the use of information and 

communication technologies in the home, developing a monitoring framework for the effective 

use of online services, trust and electronic money, small business and electronic commerce, a 

design for the effective use of corporate email, and the multimedia strategy for the Victorian 

Government.  

http://doi.org/10.18080/jtde.v11n4.913


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.913 205 
 

This research contributed to CIRCIT and RMIT’s participation in the Smart Internet 

Technology Cooperative Research Centre 2001–2008, followed by the Smart Services CRC 

2008–2014. John’s continued involvement with RMIT after he stepped down as Director, 

CIRCIT meant that he could help hone the users’ perspective in the CRCs, which, by definition, 

brought together technologists, users, industry and policy makers.  

As one of John’s close associates at CIRCIT, Professor Supriya Singh, has observed: 

“It was not sufficient just to bring these diverse groups together. Conceptual 

frameworks and methodological approaches continued to differ. We needed a common 

language that went beyond disciplinary, industry and policy jargon. It was difficult to 

get people to speak plain English. Even when we succeeded by focusing on bridging 

concepts such as ‘trust’, ‘design’ and ‘effective use’, our initial questions were 

different. Though providers and policymakers are intensely interested in the way people 

use products and services, they start with questions about products and services. … It 

is a testimony to John Burke’s emphasis on user-centred design and his ability to get 

people from diverse fields to work towards a fairer society, that researchers were able 

to work together on banking, electronic money and financial inclusion; security design 

and social and cultural practices; the users’ perspective in digital rights management; 

trust, control and design; Pacific youth, digitising cultural collections and juvenile 

justice in New South Wales; and new media services” (Singh, 2023). 

First Nations Issues 
After he left CIRCIT in 2000, John became far more interested in issues of environmental 

sustainability and those affecting First Nations people. This in many ways was a continuation 

of his interest in inclusion and in ensuring that basic services and amenities were available to 

those who are marginalised or disadvantaged. 

He wrote: 

“I joined Whitehorse Friends for Reconciliation in 2002 and was impressed by the 

work of people there ― notably a weekend conference on Whitehorse Deliberates on 

Indigenous Issues, organised by Howard Tankey and Pam Morrison in particular, 

which brought over 100 Aboriginal and non-aboriginal members together for a very 

fruitful discourse.  

“Sid and Julia Spindler had established the Towards a Just Society Fund in the early 

2000s. Various points of contact emerged with TJSF’s activities, including the Fund’s 
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support for Evonne Goolagong’s establishment of a tennis program at Box Hill 

Secondary College. I also got more closely involved in the mid-2000s around the 

Fund’s engagement with Worawa Aboriginal College at Healesville where I did some 

specific project work assisting them in planning and submissions” (Burke, 2022, 

p. 84) 

In 2006, John was asked by Sid Spindler to attend a meeting of the Aboriginal Family 

Violence Prevention and Legal Service (FVPLS, now Djirra). This meeting was the start of a 

10-year association between John and Djirra, and also with the national body (Burke, 2022, 

p. 85). John was instrumental in developing programs and strategic plans and in seeking 

funding from various levels of government and other sources. 

When Sid Spindler became terminally ill, John took over as Chair of the Management 

Committee of the TJSF in 2016, and explored ways in which the Fund could be passed to an 

Indigenous-managed group to determine the allocation of philanthropic funds. “In 2018 

TJSF broke new ground in Australian philanthropy when core funding totalling almost half a 

million dollars from TJSF and the estate of Les Dalton was used to establish Koondee 

Wonga-gat Toor-rong (KWT), Victoria’s first Aboriginal and Torres Strait Islander-led 

philanthropic fund” (Richards, 2023)  

TelSoc 
In 2013, TelSoc (Telecommunications Association Inc., publisher of this Journal) and the 

Journal were both established in their present form following a period of amalgamation with 

the Australian Computer Society, which did not work out. John was invited to join the Editorial 

Advisory Board of the Journal in February 2019. He was known to many members of the 

Board from his work in Telstra and CIRCIT. 

Together with others on the Board, John took the initiative to establish a group of volunteers 

who eventually formed themselves into the Broadband Futures Group within TelSoc. Their 

aim was to encourage government and industry to take the lead in developing a long-term plan 

for broadband communications and social and economic digital inclusion in Australia that 

would be transformative and overcome the short-term partisanship that had, at that time, 

characterised the sector for over a decade. John convened the Group, which met regularly 

before and during the COVID pandemic period, to develop a planning framework and proposal 

and to organise presentations and public discussions on various aspects of Australia’s 

broadband experience and aspirations.   
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Initially, events were in-person; then, at the outset of the lockdown period, they were hybrid, 

and, finally, they were conducted online. All of the events were well attended and most were 

the subject of articles in the Journal.  They include: 

• NBN Futures Forum: Encouraging Debate on NBN Ownership Models (Campbell & 

Milner, 2019); 

• NBN Futures Forum: Realising the User Potential of the NBN (Campbell, 2019); 

• NBN Futures Forum: Learning from International Experience (Campbell, 2020); 

• NBN Futures Forum: Social and Economic Benefits of Broadband Networks – 

Telehealth and Digital Inclusion (Campbell et al., 2020); 

• NBN Futures Forum: A National Broadband Strategy for Australia (Holmes et al., 

2020); 

• Broadband Futures Forum: Regional and Rural Broadband Access – City Standards in 

10 years? (Campbell, 2021a);  

• Broadband Futures Forum: The Rise of 5G and the NBN (Campbell, 2021b); 

• Broadband Futures Forum: LEOs and how they differ from GEOs – OneWeb’s plans 

in Australia and Competitor Differences (Pritchard-Kelly & Costa, 2022); 

• Broadband Futures Forum: Affordability of Broadband Services (Campbell & Mithen, 

2021); 

• TelSoc Broadband Futures Forum: ABAC AgriTech Report (Waters & Koch, 2022); 

• TelSoc Broadband Futures Forum: 5G Trends and Developments presented by 

Ericsson and Telstra (held online on 23 November 2021); 

• Taking the Digital Economic Strategy (DES) to the next stage (held online on 17 March 

2022); 

• TelSoc Forum: Australian Broadband Advisory Council e-Health Report (held online 

on 22 March 2022); and 

• Regional Connectivity and Shared Infrastructure: NSW and New Zealand (Adams et 

al., 2022). 

This represents a very full, diverse and rich body of work by many contributors, and John was 

the convenor and persistent facilitator of the initiative. He wanted to achieve a structured and 

serious discourse, both within TelSoc and with engagement with policy makers, community 

organisations and the industry, to ensure the widest possible involvement in making robust 

and enduring plans. He also wanted to ensure that plans, or proposals for plans, were not 

made once and forgotten about (often called “set and forget”). With his active participation, 

TelSoc made and published assessments of progress towards a national digital 

http://doi.org/10.18080/jtde.v11n4.913


Journal of Telecommunications and the Digital Economy 
 

Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 11 Number 4 December 2023 
Copyright © 2023 http://doi.org/10.18080/jtde.v11n4.913 208 
 

communications strategy at the end of 2021 (TelSoc BFG, 2021) and 2022 (TelSoc BFG, 2023), 

respectively. 

A major step forward for John and TelSoc was in July 2022, when he and the author met with 

the then-recently appointed Minister for Communications, Michelle Rowland, in Melbourne, 

in order to have the Government take up the scoping of a national digital communications 

plan. The Minister was indeed receptive and her Department has now commenced industry 

consultations to see how the whole issue might best be taken forward. John participated in 

this work literally to the end of his life. The TelSoc Advocacy Working Group (successor to the 

Broadband Futures Group), comprising John, the author and Andrew Hamilton, were 

scheduled to meet with the Department the week following John’s death. The meeting went 

ahead, but John was sorely missed, then as now. 

Looking back on John Burke’s extraordinary contributions, over a long period, to his various 

communities and to the sectors in which he worked, Emeritus Professor Trevor Barr 

summarised it thus: 

“John was a man of Integrity in both his personal and professional lives. For decades 

he was involved with the computer, telecommunications, and information industries, 

together with allied research and in public policy. He had a commendable approach by 

often asking this question — if we are living through an information revolution, who 

are the revolutionaries? Back in 1987, he summarized his philosophical position about 

the complex changes underway. He asked then: How many people know about these 

changes? Would everyone feel free to use these services? Are they easy to use? Are they 

affordable? (Barr, 1987). … These issues essentially guided his investigations during 

his multiple dimensional professional life — for the next fifty years!” (Barr, 2023). 
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