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Digital Economy Focus 

Editorial 

 

Mark A Gregory 
RMIT University 
 

 

Abstract: Papers in the September 2018 issue of the Journal provide an interesting mix of 

public policy debate, technology and the communications for the America’s Cup Challenge 

defence held in Fremantle, Australia. The public policy papers cover fixed broadband adoption 

and economic growth in ASEAN and a framework to demystify machine-to-machine spectrum 

regulation. A technical paper on bitmaps and bitmasks provides an insight into the latest tools 

and techniques. The history of Australian telecommunications paper on the America’s Cup 

communications solution provides an insight into what was a successful and difficult-to-achieve 

outcome for one of the world’s major sporting events. The Journal welcomes contributions.  

In This Issue 

In this issue of the Journal papers cover public policy, historical events and new technology 

solutions. The breadth of papers highlights the exciting changes occurring within our industry 

both locally and internationally. 

Fixed Broadband Take-up and Economic Growth presents an interesting look at the causal 

relationships between fixed broadband take-up, gross capital accumulation, the degree of 

urbanisation, and economic growth, using panel data from 9 ASEAN member countries in 

2003-2016. 

Framework for Demystifying M2M Spectrum Regulation proposes a framework that aims to 

demystify the spectrum policy regulation in the age of machine-to-machine communications 

and the Internet of Things.  

Bitmaps & Bitmasks: Efficient Tools to Compress Deterministic Automata provides an 

approach to efficiently compress deterministic automata for deep packet inspection. 

Communications for the America’s Cup Challenge provides two historic papers from a special 

issue of the Journal in 1986 featuring the communication requirements for the America’s Cup 

1986/87 challenge defence in Fremantle, Australia. 

http://doi.org/10.18080/ajtde.v6n3.xxx
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The drive towards a digital economy 

The momentum for Australian business and industry to adopt a proactive approach to 

becoming a part of the global digital economy continues to grow. As the global economies shift 

from fossil fuels to a range of modern alternatives, there is an underlying shift in the economic 

focus of the nations, like Australia, that have been major exporters of fossil fuels. 

Australia is currently underperforming in the global digital economy and our ranking amongst 

the 16 most industrialised nations is middle of the pack. Our ranking for global resilience is 

falling and similarly for our ranking in the global innovation index. 

There are a range of factors affecting the nation’s prosperity and one of the factors that will 

become more important over time is investment in all things digital. 

Telecommunications provides the fundamental platform for the global digital economy. To 

ensure that our participation in the global digital economy increases, a mix of public and 

private investment should occur over the next decade to enhance the opportunities for 

business and industry, irrespective of where they’re located. 

The drive towards a digital economy requires careful planning and consideration of how to 

meet the demands of regional and remote Australia, the powerhouse of the Australian 

economy. It will be through innovative ideas that are supported by public and private funding 

that the nation will enhance participation outside the urban areas. 

The Journal welcomes papers on the digital economy, including, theory, public policy and case 

studies. 

The Journal, Looking Forward 

Australian telecommunications is moving forward at a rapid rate, and the introduction of 5G 

next year will speed up the reach and utilisation of telecommunication services. The Journal 

is calling for papers on how 5G will affect Australian telecommunications consumers. 

The National Broadband Network (NBN) is soon to enter a new phase and papers on what 

should be done with the NBN are welcomed. 

The topics of International Telecommunications Legislation and Regulations and 

International Mobile Cellular Regulation and Competition are set to continue for some time, 

as the opportunity to attract papers from around the globe continues. We encourage papers 

that reflect on where the telecommunications market is now, how it got to where it is, and what 

is going to happen next. 

http://doi.org/10.18080/ajtde.v6n3.163
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Papers are invited for upcoming issues. With your contributions, the Journal will continue to 

provide readers with exciting and informative papers covering a range of local and 

international topics. The Editorial Advisory Board also values input from our readership, so 

please let us know what themes you would like to see in the coming year.  

All papers related to telecommunications and the digital economy are welcome and will be 

considered for publication after the double-blind peer-review process. 

 

Mark A Gregory 

 

http://doi.org/10.18080/ajtde.v6n3.163
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Fixed Broadband Penetration and Economic Growth: 

Evidence from panel data of ASEAN member countries 

 

Yudi Adhi Purnama 
Graduate School of Asia-Pacific Studies, Waseda University, Japan 

 

Abstract: This study explores causal relationships between fixed broadband penetration, 

gross capital accumulation, the degree of urbanisation, and economic growth, using panel 

data from 9 ASEAN member countries in 2003-2016. Employing multivariate models, we 

reveal bidirectional causality between fixed broadband penetration and economic growth, 

with a higher magnitude of effect from GDP per capita to broadband penetration. 

Furthermore, fixed broadband penetration has bidirectional causality to urbanisation, while a 

unidirectional link exists from fixed broadband penetration to gross capital accumulation. 

Keywords: ASEAN, economic growth, fixed broadband, Granger causality, gross capital 

accumulation  

Introduction 

Information and Communication Technology (ICT) has developed rapidly in recent decades 

and is viewed as an engine of development in the fourth industrial development phase. 

Telecommunication infrastructure as part of ICT has also evolved and offers better services 

such as broadband. In 2003, the International Telecommunication Union (ITU) standard 

defined broadband as access with a speed higher than ISDN, around 1.5 or 2.0 Megabits per 

second (Mbps). The always-on connection and higher rate of broadband offer more 

experiences and services, such as video streaming, online gaming, e-commerce and business 

solutions like cloud computing and the Internet of Things (IoT).  

Broadband transforms people's lifestyle through online shopping, distance learning and 

teleworking. Broadband also facilitates less developed and emerging countries to expand and 

compete in the global economy. In a rural-urban context, broadband has brought equal 

opportunity in accessing information, learning and technology dissemination, thereby 

escalating economic capacity. In summary, broadband supports higher levels of 

development.  

http://doi.org/10.18080/ajtde.v6n3.151
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The important role of broadband in economic growth encourages abundant research at the 

global, regional, national, firm or household level. Despite the enthusiasm, limited studies 

exist for emerging economies such as those of most countries in the Association of Southeast 

Asian Nations (ASEAN). Furthermore, the impact of broadband on the economy needs 

further study because previous work mostly measures the impact of pre-broadband 

technology such as teledensity or dial-up. Moreover, most of the studies explore the 

correlation of broadband to economic growth, while causality between factors is not 

examined.  

Another consideration is the integration spirit of ASEAN. The Southeast Asian region is 

collectively the third largest economy in Asia and the seventh largest in the world, with 622 

million people and a US$2.6 trillion market. In 2015, the members established the ASEAN 

Economic Community (AEC), envisioning economic integration and shared prosperity. As an 

economic community, AEC also aimed to foster connectivity and cooperation. This vision 

makes studying ASEAN as a single economic entity plausible.   

Therefore, this paper will explore causal relationships between fixed broadband penetration 

and economic growth in relation to growth of capital accumulation and urbanisation in 

ASEAN countries in the period 2003-2016. Employing a well-known Granger causality test, 

our multivariate research presents robust results, since ASEAN consists of countries with 

different levels of development. Furthermore, the long time span allows for implementing 

lags, based on the assumption that economic factors require time to have an effect on 

economic growth. 

This paper is structured as follows. Section two gives a brief literature review of broadband 

and its economic effect, while section three describes broadband development in ASEAN. 

Section four describes the data and empirical model, and section five offers econometric 

analysis and empirical results. Section six includes discussion of the test results and a 

conclusion. Throughout this paper, we use the term "broadband" to mean fixed broadband. 

Broadband and the Economy 

ICT including broadband plays a substantial role in modern civilisation, especially in the last 

two decades. The advancement of telecommunication, specifically Internet access from 

narrowband to broadband, brings transformation, not only in terms of speed but also of 

varied applications and access quality (Cawley & Preston, 2007; Crandall, Lehr & Litan, 

2007; Grubesic, 2004; Lau, Kim & Atkin, 2005). More sophisticated technology, such as 

multimedia, music and gaming, and later artificial intelligence, IoT and cloud services, have 

marked the vital role of broadband in every aspect of life.  

http://doi.org/10.18080/ajtde.v6n3.151
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Broadband access also has a positive impact on the economy, not only in terms of growth but 

also of income per capita (Bertschek et al., 2015; Van Gaasbeck, 2008). Moreover, 

broadband development has brought down the price to more affordable levels, increasing 

user numbers as well as broadband externality. The high impact of broadband on the 

economy positions it to help emerging economies compete with other countries, including 

developed ones.  

Furthermore, broadband catalyses employment growth (Bouras, Diles & Kokkinos, 2013; 

Katz et al., 2010; Van Gaasbeck, 2008) and facilitates new business establishments (Kim & 

Orazem, 2017) such as creative industries and e-commerce. Moreover, broadband also 

impacts regional development (Bertschek et al., 2015), encourages innovation (Fanfalone, 

2015; Ng, Lye & Lim, 2013; Rampersad & Troshani, 2013) and increases business 

productivity (Czernich et al., 2011; Falch, 2007; Van Gaasbeck, 2008).  

In contrast, some studies suggest a weak impact from broadband on the manufacturing 

sector (Bertschek et al., 2015; Holt & Jamison, 2009; United Nations, 2015) compared to 

service industries such as tourism, finance and banking. Broadband is positioned as a 

general-purpose technology that benefits the service sectors more because it affects service 

mobility, which is challenging for manufacturing industries. 

Furthermore, broadband helps human resources development (Kolko, 2012; LaRose et al., 

2014). Broadband enables people to access knowledge and technology, giving the same 

opportunity to developed and emerging countries. Broadband also helps students, teachers 

and managers to access a broad range of services, content and applications (Tookey, Whalley 

& Howick, 2006). Moreover, broadband will decrease learning costs by using e-education, 

enabling knowledge dissemination despite distance, especially in rural areas (Falch & 

Henten, 2010). Better education will also increase people's capacity for work and finally 

support growth (Bertschek et al., 2015).  

On the other hand, some studies (Bojnec et al., 2012; Grosso, 2006; Lemstra, Voogt & Van 

Gorp, 2015; OECD, 2002, 2008) found economic growth has affected broadband 

penetration. Broadband subscribers are increasing in line with rising income per capita as 

broadband becomes more affordable. In less developed nations, where income per capita is 

low as a result of low economic growth and productivity, broadband penetration is low. In 

these countries, broadband subscription services are expensive, since broadband 

infrastructure requires high investment in comparison to the low economic scale. 

In summary, broadband plays a significant role in facilitating economic growth, increasing 

human resources capacity and closing the development gap between developing and 

developed countries.  

http://doi.org/10.18080/ajtde.v6n3.151
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ASEAN and Broadband Development 

The formation of ASEAN in Bangkok, Thailand, on 8 August 1967, was marked by the 

Bangkok Declaration, known as the ASEAN Declaration (Asean.org, 2017). ASEAN was 

established as a community for economic cooperation and social and cultural development 

to build a prosperous and peaceful population in Southeast Asia, with mutual respect and 

equality between members. Furthermore, at the 9th ASEAN Summit in 2007, all members 

committed to the establishment of the ASEAN community by 2015 (Asean.org, 2017). The 

community has three pillars: ASEAN Political-Security Community; ASEAN Economic 

Community; and ASEAN Socio-Cultural Community. The three components are an 

implementation of ASEAN Vision 2020 to build and manage Southeast Asia as outward 

looking, living in peace, stability and prosperity, and promoting development through 

partnership between nations.  

The ASEAN initiative for ICT development was marked by the signing of an e-ASEAN 

framework agreement at the ASEAN Informal Summit in Singapore in November 2000. The 

agreement focused on six primary actions: establishment of ASEAN information 

infrastructure; growth of electronic commerce; liberalisation of trade in ICT products and 

services and of investments; facilitation of trade in ICT products and services; capacity 

building and e-society; and e-government. Following the e-ASEAN agreement, in 2001, the 

first ASEAN Telecommunications Ministers Meeting (TELMIN) was held at Kuala Lumpur, 

Malaysia. At that event, ASEAN members realised the importance of ICT infrastructure and 

agreed to reduce the digital divide between member countries and develop an ASEAN 

information infrastructure. The e-ASEAN Integration Roadmap (2004-2010) became part of 

the ASEAN Framework Agreement for the Integration of Priority Sectors, and ICT was 

identified as one of 11 key sectors (International Development Research Centre, 2008). 

After a series of meetings, ASEAN formulated the ASEAN ICT Masterplan 2015 (AIM2015) 

in 2011 at the 10th TELMIN in Kuala Lumpur. The AIM2015 aims to establish ICT as an 

engine of growth for ASEAN Member States; achieve recognition for ASEAN as a global ICT 

hub; enhance the quality of life for the people of ASEAN; and contribute towards ASEAN 

integration. The outcome will be achieved by implementing six pillars: economic 

transformation; people empowerment and engagement; innovation; infrastructure 

development; human capital development; and bridging the digital divide (Asean.org, 2011). 

To address the ICT sector dynamics, in November 2015, ASEAN members agreed to expand 

AIM2015 into the ASEAN ICT Masterplan 2020 (AIM2020), which added several points: 

ICT in the single market, new media and content and information security and assurance 

(Asean.org, 2016). 

http://doi.org/10.18080/ajtde.v6n3.151
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The ASEAN members agreed on infrastructure availability, especially broadband, to support 

ICT development. In the Bali Declaration 2008, members agreed to forge a partnership to 

develop high-speed connections to close the digital divide (Asean.org, 2008) and later to 

implement broadband across ASEAN (Asean.org, 2009).  

Broadband development in the ASEAN region varies between countries because their 

development stages are also different. Different states of broadband are affected mostly by 

lack of affordable services and inaccessibility to broadband infrastructure (Ruddy & 

Ozdemir, 2013). For some countries, the unweighted average price of a 1 Mbps annual 

subscription reaches approximately 30% of GDP per capita, while the lowest price is 0.1% 

GDP per capita in Singapore, compared to 132.8% of GDP per capita in Myanmar (see Figure 

1 for details). 

 

Figure 1. Annual fixed broadband subscription price and GDP per capita in ASEAN member countries in 2012. 
Data retrieved from Ruddy & Ozdemir (2013). 

Moreover, broadband coverage in the ASEAN region is concentrated in city centres since 

economic scale matters. Geographical obstacles also exist because some ASEAN member 

countries have extreme land conditions that hinder infrastructure deployment and diminish 

people's opportunities to access broadband services (see Figure 2). In addition to the 

backbone, limited last-mile coverage also hinders broadband development because reaching 

subscribers' premises is difficult. Some member countries tackle this challenge by employing 

DSL as a transitional technology (Ruddy & Ozdemir, 2013) to lower deployment cost amid a 

low number of fixed phone subscribers. 
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Figure 2. Fibre optic backbone map in Southeast Asia region. Reprinted from ITU interactive terrestrial 
transmission/ESCAP Asia-Pacific information superhighway maps by ITU, 19 November 2017, retrieved from 
http://www.itu.int/itu-d/tnd-map-public/ . © Copyright 2017 by ITU. 

Data and Empirical Model 

Data 

This study utilized data of ASEAN member countries between 2003 and 2016 from the 

World Bank Development Index (WDI). ASEAN consists of 10 countries: Brunei 

Darussalam, Cambodia, Indonesia, Lao PDR, Malaysia, Myanmar, Philippines, Singapore, 

Thailand and Viet Nam. This research will omit Myanmar because some data are missing, 

and the estimation model requires balanced data.  

Moreover, the data are treated as panel data since the Granger Causality test requires 

sufficient observations for each variable. Another consideration is the regional economic 

integration spirit of ASEAN as a single market, envisaged in the ASEAN Community Vision 

2025. 

This paper employs multivariate analysis using four variables: GDP per capita with 

purchasing power parity in international dollars as an economic growth measurement, 

symbolized by GDPPP; fixed broadband subscriptions per 100 population as a penetration 

ratio, expressed as BB100; gross capital accumulation percentage of GDP as a form of 

investment, symbolized by GROSCAP; and percentage of urban population to total 

population, expressed as URBAN. We employ a natural logarithm form of the variables in 

the calculation. Table 1 presents summary statistics of the variables in log form. 

http://doi.org/10.18080/ajtde.v6n3.151
http://www.itu.int/itu-d/tnd-map-public/


Australian Journal of Telecommunications and the Digital Economy 
 

Australian Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 6 Number 3 September 2018 
Copyright © 2018 http://doi.org/10.18080/ajtde.v6n3.151 7 

 

Table 1. Summary Statistics for the Variables 

Variable Observations Mean Std. Dev. Min Max 
GDPPP 126 9.301858 1.207818 7.219645 11.38345 
BB100 126 .0550483 2.397358 -7.717629 3.317656 
URBAN 126 3.835072 .485379 2.941118 4.60517 
GROSCAP 126 3.194852 .2526225 2.345396 3.678601 

Notes: GDPPP is GDP per capita based purchasing power parity current international $; BB100 is 
fixed broadband subscriptions per 100 people; URBAN is urban population (% of total); and 
GROSCAP is gross fixed capital formation (% of GDP). Natural logarithms are used in our 
calculation method. 

Panel Unit Root Test 

The unit root test is a popular econometric method to analyse time series data. As research 

has advanced, the time series method has expanded to panel data computation with multiple 

observations and more prolonged periods, fuelling concern about spurious estimation from 

non-stationary data (Baltagi, 2013). In this study, we apply a three-panel unit root test: the 

Levine-Lin-Chu (LLC) test advised by Levin, Lin, and Chu (2002); the Augmented Dickey-

Fuller (ADF)-Fisher chi-squared test recommended by Maddala and Wu (1999); and the 

Phillips Perron-Fisher chi-squared test proposed by Choi (2001). These three tests are 

recommended in many papers, presented in many econometric books, and included in 

current statistics software packages. 

Panel Causality 

A panel causality test was utilised to examine the causal relationship between two variables, 

because correlation is insufficient to test causality. Furthermore, a causality test can describe 

the causality direction, whether unidirectional, bidirectional or no causality. The causality 

calculation method was presented by Clive W. Granger (1969) in his paper titled 

“Investigating Causal Relations by Econometric Models and Cross-spectral Methods”, known 

as the Granger causality test. Granger causality assumes the future cannot cause the past 

and, by employing a cross-sectoral model, a relationship between two or more variables in 

which one factor causes another can be validated (Granger, 1969). The simple causal model 

by Granger (1969) is:  

𝑋𝑡 = ∑ 𝑎𝑗𝑋𝑡−𝑗 + ∑ 𝑏𝑗𝑌𝑡−𝑗 +

𝑚

𝑗=1

𝑚

𝑗=1

𝜀𝑡 

and  

𝑌𝑡 = ∑ 𝑐𝑗𝑋𝑡−𝑗 + ∑ 𝑑𝑗𝑌𝑡−𝑗 +

𝑚

𝑗=1

𝑚

𝑗=1

𝜗𝑡 
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where 𝑋𝑡 and 𝑌𝑡 are two stationary variables. 𝑌𝑡 is causing 𝑋𝑡 if some 𝑏𝑗 is not zero, and, 

similarly, 𝑋𝑡 is causing 𝑌𝑡 if some 𝑐𝑗 is not zero. Furthermore, if both conditions occur, then a 

bidirectional causal relationship exists. 

Our research adopts a model from Arvin and Pradhan (2014) to calculate the causal 

relationship between variables for the 13 years from 2003-2016. As we are focusing on 

broadband's effect on economic growth in connection to capital and urbanisation, the model 

is modified as follows: 

𝐺𝐷𝑃𝑃𝑃𝑖𝑡 = 𝜇𝑖𝑡 + 𝛽1𝑖𝐵𝐵100𝑖𝑡 + 𝛽2𝑖𝐺𝑅𝑂𝑆𝐶𝐴𝑃𝑖𝑡 + 𝛽3𝑖𝑈𝑅𝐵𝐴𝑁𝑖𝑡 + 𝜀𝑖𝑡 

where 𝜇𝑖𝑡 = 𝜂𝑖 + 𝜈𝑡, 𝜂𝑖 is an individual (country) effect, 𝜈𝑡 is a time effect, i represents each 

country in the panel, t refers to year, and 𝜀𝑖𝑡 is attributed to error, while 𝛽1, 𝛽2, 𝛽3 are 

coefficients. 

Hypotheses 

From the model, we develop two main hypotheses to describe the possibility of a causal 

relationship between two variables: 

H01: BB100 does not Granger-cause GDPPP. 

H02: GDPPP does not Granger-cause BB100. 

GDPPP is GDP per capita based on purchasing power parity current international $, and 

BB100 is broadband subscriptions per 100 people. 

Econometric Analysis and Empirical Results 

Panel Unit Root Test 

The Granger causality test requires data to be stationary to avoid spurious regression that is 

often affected by the existence of a trend in panel data. Table 2 presents the results of a 

three-unit root test for each variable. 

Table 2. Results of Panel Unit Root Test 

Statistic GDPPP BB100 URBAN GROSCAP 

L 1st L 1st L 1st L 1st 
LLC -4.1069*** -4.8439*** -7.9199 -13.0199*** -3.9429*** -3.9280*** -1.3413** -3.2328*** 

ADF 17.6577 42.7659*** 83.1089*** 106.7478*** 46.5202*** 47.6160*** 15.8474 56.6247*** 

PP 23.1756 45.4471*** 278.5666*** 117.8568*** 443.1846*** 72.1020*** 22.9062 161.3919*** 

Notes: L denotes level data, and 1st denotes first differenced data. LLC is the Levine-Lin-Chu test; ADF 
is Augmented Dickey-Fuller Fisher chi-squared test; and PP is the Philips-Peron Fisher chi-squared 
test. ***, ** indicate significance at the 1% and 5% levels, respectively, using lags=1. 

http://doi.org/10.18080/ajtde.v6n3.151
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The unit root test results show that some variables are not stationary in level data. We repeat 

the computation using first differenced data and achieve the result that all data is stationary 

at 1% level of significance. 

Granger Causality Test 

Following the unit root test, we continued with the Granger causality test to detect causal 

relationships between variables using the models below. The Granger causality test will be 

employed on first differenced data using lags automatically chosen by the Akaike 

Information Criterion (AIC) to find optimum lags, as suggested by Akaike (1974). 

∆𝐺𝐷𝑃𝑃𝑃𝑖𝑡 = 𝜂1𝑗 + ∑ 𝛽1𝑖𝑘Δ𝐺𝐷𝑃𝑃𝑃𝑖𝑡−𝑘 +

𝑝

𝑘=1

∑ 𝜆1𝑖𝑘Δ𝐵𝐵100𝑖𝑡−𝑘 

𝑞

𝑘=1

+ ∑ 𝜇1𝑖𝑘ΔGROSCAP𝑖𝑡−𝑘 + ∑ 𝜋1𝑖𝑘Δ𝑈𝑅𝐵𝐴𝑁𝑖𝑡−𝑘 + 𝜀1𝑖𝑡

𝑠

𝑘=1

𝑟

𝑘=1

 

 

(1) 

 

𝐻0: 𝜆1𝑖𝑘 = 0; 𝜇1𝑖𝑘 = 0; 𝜋1𝑖𝑘 = 0 for k=1,2,…, p / q / r / s 

𝐻𝐴: 𝜆1𝑖𝑘 ≠ 0; 𝜇1𝑖𝑘 ≠ 0; 𝜋1𝑖𝑘 ≠ 0 for at least one k 

where p, q, r and s are lag lengths for the differenced variables from the equation and can be 

determined with a Granger causality approach. See, for example, Arvin and Pradhan (2014). 

Tables 3 and 4 show the results of the panel data Granger causality tests. 

Table 3. Panel Granger Causality Test Results 

 Independent Variables  

Dependent 
variables 

GDPPP BB100 URBAN GROSCAP Causality 
Direction 

GDPPP - 3.9015*** Undefined 3.5121*** BB100 => GDPPP 
GROSCAP => GDPPP 

BB100 10.2105*** - Undefined 1.3320 GDPPP => BB100 

URBAN Undefined Undefined - Undefined  

GROSCAP 5.3451*** 1.6901* Undefined - GDPPP => GROSCAP 
BB100 => GROSCAP 

Notes: The results for first differenced data variable are used here. The Granger non-causality 
equation (Dumitrescu & Hurlin, 2012) is used. * and *** indicate significance levels at 10% and 1%, 
respectively. Undefined results appear because the Granger non-causality test gave no output in those 
cases. 

Six tests give undefined output for the URBAN variable, and after carefully checking the 

data, we found a problem in the urbanisation data for Singapore. Because it is a city-state, 

Singapore's population all live in the city, making the urban-to-population percentage 100% 

and thus producing zero value in the first differenced data for the URBAN variable. We 

omitted data for Singapore and repeated the Granger causality test, achieving the results in 

Table 4. 

http://doi.org/10.18080/ajtde.v6n3.151


Australian Journal of Telecommunications and the Digital Economy 
 

Australian Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 6 Number 3 September 2018 
Copyright © 2018 http://doi.org/10.18080/ajtde.v6n3.151 10 

 

Table 4. Panel Granger Causality Test Results with Singapore Data Omitted 

 Independent Variables  

Dependent 
variables 

GDPPP BB100 URBAN GROSCAP Causality direction 

GDPPP - 4.3379* 1.6145 3.1516*** BB100 => GDPPP 
GROSCAP => GDPPP 

BB100 10.8753*** - 1.9873** 1.6436 GDPPP => BB100 
URBAN=> BB100 

URBAN 7.0669*** 7.5635*** - 5.0846*** GDPPP=> URBAN 
BB100=> URBAN 
GROSCAP=> URBAN 

GROSCAP 5.8368*** 1.7195* - 0.5672 - GDPPP => GROSCAP 
BB100 => GROSCAP 

Notes: The result for the first differenced data variable is used here without Singapore's data. The 
Granger non-causality calculation (Dumitrescu & Hurlin, 2012) is employed. *, ** and *** indicate 
significance levels at 10%, 5% and 1%, respectively. 

Based on the calculation of Formula 1, we find a strong Granger causality link variable with 

the procedure by Dumitrescu and Hurlin (2012). The causality direction is summarised in 

the right column of Table 4 and described further in the flow diagram in Figure 3. The result 

presents a wide range of causal relationships between the variables. 

 

Figure 3. Granger Causality Directions Between Variables 

Discussion  

Although the result is clear, we intend to focus on the relationships between broadband and 

GDP growth. Viewing the hypothesis and Granger causality test result, we reject H01: BB100 

does not Granger-cause GDPPP and H02: GDPPP does not Granger-cause BB100. We 

conclude there is a two-way causal link between broadband penetration and economic 

growth.  
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The results also suggest several issues in broadband penetration related to economic growth. 

First, the results show broadband penetration has a causal effect on GDP per capita growth, 

a view shared with previous studies (e.g. Bertschek et al., 2015; Van Gaasbeck, 2008) that 

place broadband as an accelerator for economic growth in line with capital and labour. The 

impact of broadband on economic growth can be in terms of productivity, efficiency and 

broader market access, as well as new business formulation and employment opportunities. 

Broadband also affects gross capital accumulation, as business and personal activities benefit 

from broadband utilisation in terms of increasing productivity and efficiency (Czernich et al., 

2011; Falch, 2007; Van Gaasbeck, 2008), as well as decreasing capital requirements and 

promoting business expansion.  

Second, we found the impact of GDP per capita growth on broadband penetration. The effect 

of GDP on broadband penetration has been presented in many studies (Bojnec et al., 2012; 

Grosso, 2006; Lemstra, Voogt & Van Gorp, 2015; OECD, 2002, 2008), viewing GDP per 

capita as the primary supporter for broadband penetration. Higher income per capita will 

increase purchasing power and make broadband services more affordable, leading to 

increasing subscriber numbers. Moreover, the result also shows urbanisation has Granger 

causality for broadband penetration. Urbanisation will facilitate broadband penetration 

(Lemstra et al., 2015; Wallsten, 2006) or demand (Koutroumpis, 2009), since urban people 

have higher education, employment status and technology experience, all of which support 

broadband adoption preferences (Hill, Troshani & Burgan, 2014).  

While GDP per capita has a likely effect on broadband penetration, we found gross capital 

accumulation did not show a causal relationship with broadband penetration development. 

This can be understood when viewing the history of broadband development in the 

Southeast Asia region, where Digital Subscriber Line (DSL) became a central technology in 

the early stage of the broadband rollout (Ruddy & Ozdemir, 2013). DSL as a transitional 

technology required less capital compared to other technology, such as fibre-optic 

infrastructure, since DSL services use existing copper cable from plain old telephone service 

(POTS). In contrast to the operator benefit from utilising its traditional telephone network, 

the lower teledensity in ASEAN countries impacts broadband availability and limits 

penetration growth.  

Furthermore, the increasing implementation of managed services in the telecommunication 

sector has decreased capital investment by telecommunication providers, as costs are 

reduced due to outsourcing efficiency and the transformation of capital expenditure 

(CAPEX) to operational expenditure (OPEX) (Esonwune, 2011). Managed services, as a 

consequence of increasing competition and falling telecommunication tariffs, have helped 

operators to deploy technology with less capital investment (as the assets are owned by the 
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managed services vendor), along with limiting technological risk and the human resources 

required, as well as speeding deployment time.  

Conclusion 
Our results in some respects have shown the same view as existing literature, primarily on 

the impact of broadband penetration on economic growth. However, we also found a higher 

magnitude of effect from GDP on broadband penetration than from broadband penetration 

on GDP: this shows the importance of economic growth to promote broadband penetration 

in the ASEAN region, as affordability issues appear in some ASEAN member countries. 

Furthermore, broadband penetration benefited from urbanisation as well as economic 

growth, despite no causality from gross capital accumulation to broadband penetration.  

We also affirm that variable and sample selection has a substantial effect on the results, 

when employing multivariate and panel causality tests.  
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Abstract: The evolving M2M landscape not only cuts across diverse verticals but also 

embraces a range of networks and devices. This diversity leads to varied and dynamic 

requirements, which make regulatory policy formulation a daunting challenge, especially the 

regulation of spectrum. Through this paper, we would like to share our perspective on the 

changed way in which a regulator should look at demand, supply, and utilization of spectrum. 

The proposed framework encapsulates various factors which should be considered by 

regulators. This study also illustrates how some of the proposed approaches (e.g. understanding 

spectrum demand) have been implemented by certain regulators. We also augment our view 

with specific data points from certain vertical industries. Finally, our study details the policy 

levers (e.g. spectrum fees, sharing regulations, License Authorization Model) which can help a 

regulator in reaching the desired policy posture.  

Overall this framework attempts to demystify the spectrum policy regulation in the age of 

M2M/IoT. Additionally, our paper can also serve as a reference to new M2M/IOT players, who 

look forward to the information about the impact of spectrum regulation on their solution or 

their vertical. 

Keywords: M2M, IoT, Regulator Policies, Spectrum, Framework 

Introduction 

Post the liberalization era of telecom services, there has been a clamour to deregulate the 

sector and take a true market-based approach towards telecom services. However, telecom 

services (in most cases) come within the category of essential public services and hence attract 

significant control and audit by government. Hence, telecom regulations tend to take a hybrid 

path between regulation and de-regulation. The key objectives of a regulator — promoting 

universal access, fostering competitive markets, preventing abuse of market power, and 
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optimizing the use of scarce resources (e.g. radio spectrum, rights of way, identification 

numbers etc.) — continue to be the same with the advent of Machine-to-Machine (M2M) 

communications and the Internet of Things (IoT). 

Implementation of such a hybrid (regulated free market) approach in an M2M-driven, fast-

changing environment is expected to continue to keep the regulators on high alert. To be 

responsive with an effective, timely and optimal policy regulation, regulators will need to 

assiduously keep track of spectrum demand movements and utilization trends. 

Until the recent past, voice, SMS and web browsing (using broadband) were the only 

applications that primarily influenced the traffic demand projections. Additionally, other 

factors such as the number of devices/subscriber combination profiles were also limited: 

hence demand forecasts were not the biggest of all challenges. However, with the increasing 

adoption of M2M/IoT, the traffic demands are expected to undergo a sea change. This directly 

implies that the approach and decisions on spectrum policy (including analysis of demand and 

supply) would need to adapt as well.  

At this juncture, a comprehensive framework or a structured catalogue of factors, which are 

essential for M2M policy regulation, could immensely help regulators in demystifying the 

impact of this fast-changing environment on policy regulation. 

The regulators would generally consider multiple dimensions while developing such a 

regulatory model. These dimensions typically consist of Licensing and Authorization of 

Spectrum, Roaming-related Regulations, numbering plan, BMAQ (Billing, Mobility, 

Authentication and Quality of Service – QoS), security and privacy postures. While each of 

these dimensions throws an intricate challenge to the regulator, we believe that the spectrum 

regulation is one of the most daunting and primary challenges of all. 

The typical dilemmas that regulators face in the domain of spectrum can be boiled down to 

questions like the following. Is the unlicensed band sufficient to maintain scalability with QoS 

for various use cases? Do the demand and other requirements warrant a separate licensed 

band for M2M? As expected, there is no panacea for spectrum access regulation. This can be 

attributed to the fact that the technical requirements (for example, data throughput, 

reliability, range, and output power) vary dramatically across the gamut of use cases. To 

exacerbate the confusion in sizing up the varied and fast-changing technical requirements, a 

regulator is also expected to align its spectrum access policies to regulations and standards of 

other verticals. The advent of new cognitive radio, Dynamic Spectrum Access (DSA) and other 

technologies, definitely do not make the task of the regulator any simpler. 
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Here we present our perspective on the evolved approach (Framework of factors) that could 

help the regulator in deciphering demand, supply and utilization of spectrum in the age of 

M2M/IoT.  

The Framework 

Our proposed framework of factors, when considered, will help regulators look at this new 

world with the same old dimensions of supply, demand and utilization, but with an evolved 

lens. An in-depth study and analysis of the three dimensions would help in deciphering an 

optimal target M2M spectrum policy posture. We also plan to use selective sample analysis of 

some regulators to illustrate how some aspects of our proposed approaches can be applied. 

Additionally, in explanation of certain sections of the framework, we also plan to augment our 

view with specific data points from certain vertical industries.  

The target spectrum posture in a specific spectrum band is defined in terms of the application 

of various policy levers in the specific band of consideration. Hence, the last part of our study 

plan shall delve into earmarking and detailing the policy levers (e.g. spectrum fees, sharing 

regulations, License Authorization Model) which can help the regulator in reaching the 

desired policy posture.    

In the next sections, we elaborate how the analysis of spectrum, demand, supply, utilization 

and policy orchestration has evolved with the influence of M2M/IoT.  

 
Figure 1. Framework for M2M Spectrum Regulation 

Factors Shaping Target Spectrum Policy Posture 

In this section, we offer a detailed explanation of the factors enumerated in the framework. 
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Spectrum Demand 

This section is dedicated to detail and illustrate the new-age (influenced by M2M/IoT) factors 

that the typical regulator might look into for sizing and deconstructing spectrum demand and 

thereupon how the regulator might choose to classify this demand in terms of spectrum 

requirements. Local demand insights, the impact of global demand and the perspective of 

vertical specific demands are three principal areas of demand analysis. In the subsequent 

sections, we shall detail each one of these. 

Local Demand Insights  

Regulators would typically resolve the answers to the following four questions sequentially to 

deconstruct local market demand insights. 

1. Describe and categorize use cases that are forecasted to grow in short/medium and 

long term.   

2. For various use case categories, evaluate the options in terms of: 

a. Band of Operation; 

b. Available Access Technology. 

3. Decipher implications of the above on spectrum demand. 

 
Figure 2. Local Demand Analysis  

As a first step, the regulator must identify the use cases that are expected to grow within the 

geography of its influence: it is essential for the regulator to do an independent and in-depth 

analysis of each identified use case. Typically, the regulator should enlist all the parameters of 

identified use cases shown in Figure 3. 
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Figure 3. M2M Use Case Analysis Dimensions (Source: Murara, 2017, p. 15) 

When a regulator delves into all 8 dimensions of use cases, they shall be able to categorize use 

cases and model the requirements. Below is an example of such a categorization exercise that 

was undertaken by Hattachi & Erfanian (2015). 

Table 1. Example M2M Use Cases Categorization (Source: Hattachi & Erfanian, 2015, p.27) 

Use Case Category User Experience 
Data Rate 

Data Latency Mobility 

Broadband access in dense 
areas 

DL: 300 Mbps 
UL: 50 Mbps 

10 ms On demand, 0-
100 km/h 

Indoor ultra-high broadband 
access 

DL: 1 Gbps 
UL: 500 Mbps 

10 ms Pedestrian 

Broadband access in a crowd DL: 25 Mbps 
UL: 50 Mbps 

10 ms Pedestrian 

50+ Mbps everywhere DL: 50 Mbps 
UL: 25 Mbps 

10 ms 0-120 km/h 

Ultra-low cost broadband 
access for low ARPU areas 

DL: 10 Mbps 
UL: 10 Mbps 

50 ms On demand, 0-50 
km/h 

Mobile broadband (MBB) in 
vehicles (cars, trains) 

DL: 50 Mbps 
UL: 25 Mbps 

10 ms On demand, up to 
500 km/h 

Airplanes connectivity DL:15 Mbps per user 
UL: 7.5 Mbps per user 

10 ms Up to 1000 km/h 

Massive low-cost/long-
range/low-power MTC 
(Machine type 
Communications) 

Low (typically 1-100 
kbps) 

Seconds to hours On demand, 0-
500 km/h 

Broadband MTC See the requirements 
for Broadband access in 
dense areas and 
50+Mbps everywhere 
categories 

  

Ultra-low latency DL: 50 Mbps 
UL: 25 Mbps 

<1 ms Pedestrian 

Resilience and traffic surge DL: 0.1-1 Mbps 
UL: 0.1-1 Mbps 

Regular 
communication: 
not critical 

0-120 km/h 
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Use Case Category User Experience 
Data Rate 

Data Latency Mobility 

Ultra-high reliability & Ultra-
low latency 

DL: From 50 kbps to 10 
Mbps 
UL: From few bps to 10 
Mbps 

1 ms On demand:  
0-500 km/h 

Ultra-high availability & 
reliability 

DL: 10 Mbps 
UL: 10 Mbps 

10 ms On demand:  
0-500 km/h 

Broadcast like services DL: Up to 200 Mbps 
UL: Modest (e.g. 500 
kbps) 

<100 ms On demand:  
0- 500 km/h 

 
A regulator would also need to consider the topographic distribution of use cases in the above 

categories. 

Subsequently, in step 2 (Technology Options Evaluation – see Figure 2), the regulator typically 

superimposes the use case requirements categories in step 1 onto the spectrum band and 

available technology options. For identifying the appropriate spectrum band, a regulator can 

come up with feasible options for each category of use cases by understanding the behaviour 

of these bands. Multiple studies have analyzed the factors to be considered for selecting a 

suitable operational band for a specific use case. Typically, these studies articulate that the 

selection of a carrier frequency band is a trade-off between radio-frequency (RF) propagation 

characteristics, noise floor, and terminal antenna size. 

 

Figure 4. Example M2M Technologies and Spectrum Bands (Gupta, 2017, p. 14) 
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The next key step that the regulator must look at is the availability of technology options for 

those use cases in identified bands. We illustrate one such analysis (undertaken by the 

Institution of Engineering and Technology) in Figure 4. 

Lastly as step 3, based on all the above factors, including all 8 dimensions of use cases, the 

preferable band of operation and technology availability, a regulator can come up with a local 

spectrum demand forecast. In order to do this, a regulator can classify requirements into 

categories like spectrum requirements for wide area coverage and short-range coverage. We 

illustrate this below with a similar thought process adopted by RSPG (2016b).  

 

Figure 5. Example M2M Demand Plot (Source: RSPG, 2016b). 

With such a classification, the regulator can ensure that it has considered demand in different 

bands and bandwidths for use cases that require dedicated as well as shared spectrum. 

Global Demand Insights 

As M2M is inherently a global business, over and above the local analysis it is imperative that 

regulatory policy caters to the impact of global M2M use cases. The policy must recognize as 

well as facilitate cross-border data flow, amongst many other requirements. A regulator must 

consider the scenarios wherein a significant number of roaming M2M SIMs or devices can be 

expected to enter the regulator’s region of authority. For instance, if BMW cars come with pre-

fitted global SIMs and are operating on LTE-M, then, while calculating demand, this factor 

must be accounted for as well. Conclusively, on top of local demand, for some sectors, the 

regulator might need to add a sliver of demand generated due to the global nature of the 

business. 
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Vertical-Based Point of View:  

To date, regulators have never had to give specific attention to technical or regulatory 

requirements of different verticals. But, based on the scale that M2M is expected to take and 

the impact it is anticipated to have on all verticals, telecom regulators have to work not only 

with vertical stakeholders but also with vertical regulators to understand the requirements and 

forecast spectrum demand. Hence, joint consideration is a key underpinning of any equitable 

and just policy framework. As an illustration, we highlight the points of view of select verticals 

in the following sub-sections. 

Utility Vertical 

One of the biggest applications of M2M is smart metering. Smart meters are increasingly being 

deployed by utility companies to automate meter reading and provide opportunities to save 

energy, e.g. by providing real-time information on energy use. The deployment of smart 

meters is forecasted to connect 53 million meters by 2020 (Machina Research, 2014). 

The existing and future communication requirements of utilities can be met in various ways. 

Differences in the grid layout, grid density, geographic grid coverage, amounts and types of 

renewable energy to be integrated, as well as varying demands in terms of resilience, security, 

latency, longevity, security, data rates, availability and criticality of communication, determine 

which communication solution is optimal in technical terms. 

To meet these requirements, utilities need access to radio spectrum in a range of frequency 

bands. Utility-sector-based M2M solution providers are currently focusing on the 450-470 

MHz band as a preferred band to meet current and future needs. In addition to this, in future, 

spectrum above 1 GHz (i.e. 1500 MHz range) may also be needed to support data-intensive 

applications. These bands offer an ideal compromise between coverage and the limited 

bandwidth requirements of the critically important utility applications. A harmonized 

spectrum allocation for utilities will facilitate synergies between utility companies, bring 

industrial benefits, facilitate cross-border coordination, increase the security of supply and 

lower energy costs to consumers.  

To bring the perspective of a vertical based regulator, let us consider UTCC, Utilities 

Technology Council of Canada. UTCC supports access to additional spectrum by utilities and 

other critical infrastructure industries. UTCC has opined that it is critically important for 

public policies to support access to additional spectrum for utilities because everything in 

modern society depends on electricity, heat, and water (UTCC, 2017).  

The key takeaways for the regulator from the above analysis could be summarized in the 

following 3 points:  
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a) How many of those 53 million meters are forecasted in the regulator’s territory?  

b) What is the license policy and utilization status of the preferred band (450-470 MHz)? 

c) Is the technology ecosystem needed to support this thriving in our economy?   

It would be prudent to give these issues their due importance when policy regulation is being 

formulated. 

Automotive Vertical 

In the automotive vertical, spectrum is essential in providing a host of valuable services, such 

as navigation services, concierge services, emergency calling and road-side assistance, door 

unlock, stolen vehicle tracking, crash notifications, and hands-free voice calling. 

The automotive M2M sector comprises two main elements, namely factory-fitted “Vehicle 

Platforms”, which support multiple applications, and aftermarket devices typically designed 

for a single function, such as stolen vehicle recovery or usage-based telematics. 

It is anticipated that by 2022 80% or more of new vehicles will be connected with factory-fitted 

embedded connectivity, which is equivalent to 41% of all vehicles on the road in 2022 

(Machina Research, 2014). 

The after-market devices come in many different types, including usage-based insurance, 

stolen vehicle recovery, and navigation. This is driven by vehicle replacement rates and the 

adoption of usage-based insurance (UBI). From around 1% today, UBI is forecasted to become 

the norm by 2022 (Machina Research, 2014). These high-demand automotive applications 

will be significantly affected by constraints on the supply of spectrum. The automotive sector 

requires a large number of radio frequencies, as given in the below table. 

Table 2. M2M Automotive Spectrum Requirements (Source: Bhattacharya, 2015) 

Spectrum Band Automotive Requirement 

24.05-81 GHz Blind-spot detection, lane departure prevention system, collision 

avoidance system, adaptive cruise control 

22-29 GHz Automatic start/stop technique 

5.9 GHz Car-to-car, car-to-infrastructure communication 

1.602 GHz Global navigation satellite system 

1.575 GHz Global positioning system 

868.10 to 868.40 MHz Short-range communication, keyless on/off 
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Spectrum Band Automotive Requirement 

433 to 434.79 MHz Remote keyless entry, tyre pressure monitoring system (TPMS), 

immobilizers, keyless go 

314 to 315 MHz Remote keyless go, TPMS 

 
Regulators see the need for interference-free access to spectrum in order for that technology 

to work as expected. We also notice steps that ITU is taking to enable a harmonized approach 

towards addressing such sector-specific requirements. For instance, ITU has recently 

allocated 79 GHz frequency spectrum for the operation of short-range high-resolution 

automotive radar (ITU, 2015). The allocation of the 79 GHz frequency band provides a globally 

harmonized regulatory frequency for automotive radar to prevent collisions, which will 

improve vehicular safety and reduce traffic accidents. Based on the criticality of the 

autonomous driving use case, it is expected that an automotive regulator might have its own 

regulations in place. Hence, over and above the three key takeaways that we mentioned in the 

utility sector, in Automotive it is imperative that telecom regulators take the perspective of 

automotive standards and regulations into account.   

Overall, it is important that in this M2M-driven changed environment a telecom regulator 

looks at the above vertical-based market forecasts, technical requirements and vertical 

regulators’ perspective for a policy that is optimally tuned to stimulate and harness the 

potential of all key verticals. 

Over and above local demand, global demand and vertical-based points of view, there are two 

key stakeholders, whose interests are one of the primary drivers of telecom regulation – 

Mobile Network Operators (MNOs) and Mobile Virtual Network Operators (MVNOs). 

MNO 

Since AT&T is a force to reckon with in the MNO landscape, we choose to take AT&T’s 

perspective on spectrum regulation in M2M/IoT as representative of MNOs. AT&T’s 

documented response to a regulator’s (TRAI) call for consultation reads: 

[T]here is no need for governments to allocate dedicated spectrum specifically for IoT 

or IoT segments. The government should continue efforts to find and reallocate 

spectrum for commercial mobile broadband use. If sufficient licensed spectrum is 

allocated for mobile broadband use, there is no reason to expect that dedicated 

spectrum to support IoT devices should be needed: it should be left up to Spectrum 

licensees to manage and employ their spectrum in an optimized fashion for the mix of 

traffic types that may be simultaneously using licensed bands. (AT&T, 2016) 
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In fact, not only AT&T but most telcos appear at odds with the sector regulator’s call to 

delicense 1 MHz of spectrum at 867-868 MHz and another six MHz from the 915-935 MHz 

range for machine-to-machine (M2M) communication services. They also see no immediate 

need to delicense the ‘V band’ (in the range 57-64 GHz).  

Overall it is evident that unlicensed spectrum and associated authorization policy might 

encourage new players to enter the M2M/IoT space, which telcos want to discourage. We 

expect global responses from the other telcos to be on the same lines as well. 

MVNO/M2M Service Provider 

We do not expect the MVNO point of view to be aligned with the MNO on this subject. 

Dedicated license-free spectrum along with an MVNO’s core network would reduce the 

MVNO’s dependence on an MNO for radio spectrum requirements. Though the forecasts 

suggest an exponential increase in the number of M2M/IoT devices and connections (the 

majority expected to operate in an unlicensed band), the spectrum allocation continues to be 

lopsided in favour of a licensed band. For instance, in most developed countries the licensed 

bands are to the tune of 400-700 MHz, whereas the unlicensed remains to be less than 26 

MHz. Additionally, most of this 26 MHz is also shared with other ISM applications. Hence, we 

expect MVNO’s to clamour for a dedicated unlicensed band. 

Though it is important for regulators to be aware of the views of all stakeholders in terms of 

the spectrum bands, quantum of bandwidth and associated licensing model, the decision 

should be more driven by offering an actual use-case-based demand-driven analysis and 

conclusions. 

Once a regulator has considered all the above factors of spectrum demand, despite the advent 

of M2M/IoT and changed ecosystem, we believe regulator would have not only an 

understanding of spectrum demand in each band but also the mapping of the demand to the 

vertical and use case driving that demand.  

From a hypothetical instance perspective, which illustrates the entire spectrum demand 

analysis thought process, we believe a run-down of demand analysis activity might not be 

unlike the following description.  

Illustration (Australia example): From an Australian perspective, multiple secondary research 

firms suggest that Smart Agriculture would be the sector with the most number of devices in 

Australia by 2026. To be precise, one study (Mackenzie, 2018) suggests nearly 16 million smart 

agricultural devices in Australia by 2026. Once the Australian agriculture regulator validates 

the plausibility of these forecasts and shares a typical expected geographic or demographic 

distribution, the telecom regulator’s work begins. Though an Australian regulator would 
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formulate its own classification table, for our illustration sake, we assume that the regulator is 

following the classification suggested in Table 1. This would imply that Smart Agriculture can 

be a sub-category within the Massive low-cost/long-range/low-power MTC category. For 

smart agriculture we do not see a variety of difference in technical requirements from different 

use cases. However, had that not been the case, the regulator could have defined an additional 

sliver of subcategories within a Low-power MTC–Smart Agriculture category. A simple call for 

consultation would easily make the regulator aware of all the technologies (with proposed 

bands) available to address the use cases within this category. For illustration, let us assume 

the call for consultation returns LoRa (838 MHz) band (Semtech,_2018) and NBIoT (GSM 

bands) (Flynn, 2015) as the most appropriate technologies. The regulator, at this stage, might 

have its own spectrum demand picture like the one illustrated in Figure 5. Thereupon, as the 

next step, the regulator would need to build a model to forecast the carrier bandwidth required 

for addressing the 16 million prospective users with similar device and application profiles. 

Additionally, the regulator would take into account any global impact. (From the perspective 

of use cases that we are considering, for illustration, we do not foresee any global impact as 

such.) Lastly, the regulator would hold a round of discussion with the vertical regulator and 

stakeholders to cater to their perspective on the future in terms of technology and use cases 

(vertical specific). Hence, from a demand posture perspective, a regulator can have a clear goal 

for 2026; for example: “We need to provide for 16 million smart agricultural device types in 

the 868 MHz band”. A similar thought process can be applied to all other relevant verticals. 

Spectrum Supply  

The two key aspects that regulators typically consider from the perspective of spectrum supply 

are: a) supply should be able to cater to demand forecasts; b) regulations should encourage 

technologies that have higher spectral efficiency. In the wake of M2M/IoT, it is essential to 

consider the above two factors in terms of both local and global perspectives for licensed and 

unlicensed bands. Overall, regulators must look at spectrum supply across bands and apply 

the above principles across the following three key steps. 

Step 1: Band Selection 

The objective of this step is to identify the spectrum bands that are relevant from the demand 

forecast perspective. To identify the appropriate bands, a regulator’s own version of Figure 4 

can be considered to be a good starting point. For each category of requirements defined in 

Table 1, the regulator needs to check the bands in which currently available technologies work. 

For instance, for a category “LPWA (low power wireless access) networks with no QoS 

requirements”, LoRa is a potential candidate technology. LoRa can operate in both licensed 

and license-free ISM bands, like 335 MHz, 433 MHz, 868 MHz, and 915 MHz etc. An 
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alternative technology Sigfox (n.d.) radio link uses unlicensed ISM radio bands as well, the 

frequencies of which are according to national regulation: in US, 915 MHz is used, while in 

Europe the 868 MHz band is used. By choosing any of the above options, the regulator can 

ensure that the spectrum supply policy enables one or a set of technologies to address the 

category of “LPWA networks with no QoS requirements”. Just to illustrate the importance of 

the above perspective, we would like to take the example of an Indian regulator, which missed 

taking timely action on this front. In India, 865 MHz to 867 MHz was part of an unlicensed 

band until recently but 868 MHz was not part of this license-free band. It was only in 2017 

that TRAI (Indian telecom regulator) recommended to include 868 MHz in this license-free 

bloc as well (TRAI, 2017). In such scenarios, wherein a regulator has to retrospectively 

reallocate an existing band for IoT, we anticipate two key impacts: firstly, it delays the 

adoption of technology in the country; secondly, there are chances of impact on existing users 

as well. 

Step 2: Spectrum Quantum Selection 

As a second step, a regulator must look at supply in selected bands from the perspective of the 

capability to support the prospective scale of demand. Each selected band in step 1 will 

typically service a particular set of device types. For spectrum supply determination, we believe 

the regulator can start by categorizing different regions based on device density expected. 

Then, based on application(s) being served, the regulator can discern peak and average 

throughput expected per device and optimal duty-cycle times for applications to run reliably. 

Thereupon, based on the technologies available in the band under consideration, regulators 

can estimate the supported spectral efficiency and typical coverage range of a cell. Eventually, 

this will help in the calculation of the number of cells per Km2 and finally the amount of 

spectrum required. The significant difference between the M2M/IoT environment and the 

traditional environment is heterogeneity. The profile types of device/application 

combinations, available technologies and bands under consideration throw up a wide variety 

of possibilities. Additionally, variables such as some applications requiring indoor coverage, 

validity of current propagation models (such as the Hata Model (Hata, 1980)) and 

vulnerability to interference at higher order carrier bands make the whole estimation process 

quite complex. As licensed band technologies typically operate in a regulated environment, 

modelling interference and propagation might not be considered as the most challenging 

aspect of policy formulation. However, the regulator will have to handle the complexity 

rendered by a host of new technological paradigms, such as cloud-based radio access network 

(RAN), dynamic spectrum access, cognitive radio, models of spectrum sharing and 

possibilities via white spaces. Lastly, multiple technologies operating in the same band might 

make it difficult to predict the latency that the spectrum quantum can deliver.  
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Having said that, it is not debatable that the most challenging area in defining spectrum 

quantum will be the unlicensed spectrum. From a regulator’s perspective, the M2M/IoT world 

has brought about a sea change in the world of unlicensed bands. The license-exempt bands 

with limitations on EIRP (Equivalent Isotropically Radiated Power), duty cycle etc., were 

defined based on fundamentals of short-range usage. However, for massive IoT, license-

exempt bands are being used for long-range communications. Additionally, retrospectively, it 

was the downlink which was usually the constraint, but in massive IoT the uplink throughput 

and number of messages are more critical. These factors will directly impact the interference 

and performance issues; hence, they need to be modelled in unlicensed band quantum 

calculations. (IoTA, 2016, p. 10)  

Lastly, while defining the spectrum quantum, regulators could also take leanings from other 

countries and their ratio of licensed to unlicensed spectrum. To illustrate the kind of learning 

that a regulator can draw from relative comparisons, we would take an example. Example: 

Australia has a concept of a class licence, which authorises open and shared access to segments 

of spectrum for designated services. 

 
Figure 6. Comparison of Class Licenses (LIPD: Low Interference Potential Devices) in 800-950 MHz Bands (IoTA, 
2016, p.4)  

The above diagram illustrates the differences in class license allocation in the 800-950 MHz 

band across Australia, United States and Europe. It is evident that some IoT solutions in 

specific US bands (900-915 MHz) might not work out of the box in Australia. Another example 

could be the 868 MHz band, which is globally quite popular for LPWA deployments (with low 

duty cycle) but which is already allocated to land mobile services in Australia.  
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Similarly, a regulator can also compare the total quantum of unlicensed band to licensed band 

locally or compare unlicensed bands in local and global contexts. Such comparisons can help 

a regulator in selective and strategic harmonization of spectrum.  

Step 3: Future Technology Trends 

Lastly, it is also important to shape the current policy keeping expected short-term and long-

term ecosystem changes in view. As far as some of the current trends are concerned, MNOs 

are typically using NBIoT, LTE-M and extended-coverage GSM technologies for massive IoT 

use cases. Some players are augmenting these technologies with other ISM band technologies, 

like LoRa and Sigfox. For critical IoT use cases, LTE and License Assisted Access seem to be 

the technologies of choice. A lot of operators are also choosing to switch off their 2G network, 

which may make available the 800 MHz and 1800 MHz bands. 

As a future trend, we foresee a significant number of operators considering TV white spaces, 

spectrum sharing, cognitive radio and cloud RAN in the very near term. 

Finally, on almost every operator’s roadmap radar is 5G.  Though the final recommendation 

on official spectrum bands of 5G will be formulated by the World Radiocommunication 

Conference in 2019, many telcos are launching pre-standard and pre-commercial 5G 

solutions. Regulators would need to keep a close watch on global 5G movements. 

Each of the above future trends can have a profound impact on the spectrum supply posture 

of a regulator. 

Overall, from a spectrum supply perspective, we believe a regulator’s spectrum-supply-related 

decision-making model needs to evolve. In the wake of M2M/IoT-based changes in the 

ecosystem, if a regulator chooses to consider all factors mentioned in the above section, it will 

certainly help the regulator in arriving at an optimal spectrum supply policy 

Spectrum Utilization  

The third step of the analysis is to determine the present utilization of allocated spectrum in 

all the bands under consideration. The objective of a regulator is to balance the cost of 

interference against the spectrum utilization gains. The regulator achieves this objective by 

spectrum monitoring. The core aspects that are monitored include place, frequency and time 

(van der Vorst, Veldman & van Rees, 2016, p. 85). For a given interval of time, spectrum 

monitoring verifies if the earmarked spectrum for radio communication is being used 

appropriately and, as well, that the geographic location aligns with the applicable spectrum 

regulations. There are various instruments that can be used for monitoring. Typically, each 

monitoring node is equipped with high-quality software-defined radios (SDRs) that can be 

configured to collect data on specific frequency bands in specific time frames (Anker, 2010, p. 
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5). From a broad perspective, spectrum monitoring of diverse applications with different 

requirements is expected to be much more complex than the spectrum monitoring for 

technologies supporting traditional voice, SMS and broadband service only.  

In licensed bands, the typical application of monitoring spectrum utilization is to ensure that 

stakeholders that acquire the licenses deploy legitimate bearer services with allowed 

technology variants, in the shortest time from the date of acquisition of licenses. The other 

application of monitoring the spectrum in a licensed band is so that the regulator can ensure 

that the quality of service experienced by users meets the defined benchmarks for urban and 

rural areas. The tools and practices for licensed band monitoring are also quite mature. The 

only change that we anticipate is in terms of spectrum monitoring in higher order frequencies 

(mm-wave) and for new RF modulations, which might be released as a part of 5G 

specifications. Conclusively maintaining effectiveness and efficiency in licensed band use 

cases might not be a challenge in general. However, for application-based monitoring, 

especially for use cases with requirements such as 1-10 ms latency, the regulator might have 

to adapt the incumbent tools and practices. 

While the tools for monitoring spectral efficiency in licensed bands are available and known, 

unlicensed bands so far were primarily monitored for EIRP. In an M2M/IoT environment, we 

anticipate the following challenges in spectrum monitoring: 

1. An unlicensed band might be carrying data for both short-range and long-range 

applications; 

2. An unlicensed band might be carrying different long-range technologies in the same 

band. 

Here, we would like to give an example of a change that might be required from the spectrum 

monitoring perspective (van der Vorst, Veldman & van Rees, 2016). Typically, the current 

monitoring network provides the data 24/7 at a 5 kHz and 1 minute resolution. However, if 

the actual monitoring of IoT networks is to be implemented, then the occupation of 125 kHz 

channels at a resolution of 50 ms (LoRa) and the occupation of 100 Hz channels at a time 

resolution of 1 second (Sigfox) should be made measurable (van der Vorst, Veldman & van 

Rees, 2016, p. 88).  

Formulating the Spectrum Policy Posture  

Based on all steps listed above, including a detailed demand analysis, supply analysis, 

utilization levels and considering the vertical stakeholder views, the regulator can choose its 

own spectrum target posture. This target posture basically signifies all the spectrum bands the 

regulator chooses to regulate heavily and the bands that are chosen to be handled with a light 
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touch. But to actually regulate and reach the target posture, the regulator uses the levers which 

are to his disposal. In the next section, we identify and delve into these policy levers  

Levers for Shaping the Spectrum Policy 

 

Figure 7. M2M Spectrum Regulatory Levers 

A regulator has different levers to identify and regulate the licensed and unlicensed spectrum. 

For licensed spectrum, a regulator looks at orchestrating: 

▪ Spectrum fees 

▪ Spectrum sharing regulations; 

▪ Spectrum Usage License Authorization Model. 

For unlicensed, a regulator typically looks at  

▪ Technical specification based regulation. 

Spectrum fees typically have two key components: spectrum acquisition fees and revenue-

based spectrum usage charges.  

Regulators have multiple options/approaches to value acquisition fees (Bakker, 2016). One of 

the methods is to make the acquisition fee equal to the cost of management of that spectrum. 

This method is, however, not tied to the value of spectrum used and hence may not encourage 

spectrum efficiency. Another method is to base the prices on market simulation-based shadow 

prices (based on willingness to pay). There are multiple detailed papers written on the pros 

and cons of auction-based spectrum acquisition pricing and the impact of a lack of an 

aftermarket on auction-based pricing, which is beyond the scope of this paper. 

The second component of spectrum fees is revenue-based spectrum usage charges, which, 

though easy to administer, indirectly disincentivizes the efficient use of spectrum. Some 
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experts in the field (Mazar & Azzarelli, 2016) have come up with formulas for such fee 

determinations, based on bandwidth allocated, position within RF band, allowed area for 

usage and more. However, this is just one way of calculating revenue-based fees; based on 

scenarios, many such permutations can be developed. Overall spectrum fees in specific bands 

should be determined by the usage in that band and with a vision to encourage free market-

based pricing and efficient use of spectrum. Since this is a new evolving market, we urge 

regulators to initially take annual spectrum management fees (for massive IoT spectrum, if 

allocated separately in a licensed band) and subsequently, once the sector matures, the 

renewal can be based on willingness to pay. For critical IoT use cases, for instance, which are 

5G based and expected to accrue attractive revenues to telcos, regulators can consider auction-

based allocation, e.g. in higher-order mm wave bands near 60 GHz. 

The next aspect is that of spectrum-sharing regulations, which until very recently 

encompassed only static spectrum-sharing regulations. However, the impending crunch in 

demand versus. supply is propelling ideas like dynamic spectrum sharing. With discussion of 

software-defined radio and cognitive radio, Dynamic Spectrum Access (DSA) is no longer only 

an academic theory. From a regulator’s perspective, just like other unresolved questions, the 

debate about dynamic vs static spectrum management can be expected to be centre stage in 

future. We understand that no regulator can immediately adopt a dynamic spectrum 

management approach. However, from an implementation perspective, we agree with the 

paper by Anker (2010, p. 2), where it recommends a stepwise approach for implementing DSA. 

The stepwise approach encompasses introduction of cognitive radio within the current regime, 

creation of a spectrum commons and realization of a more fluid market for spectrum property 

rights. Interestingly, at the time of writing, there is no international regulation in place that 

prohibits the use of cognitive radio. However, any cognitive radio has to meet the interference, 

sharing and other conditions for the service that it is delivering in the respective band. 

Additionally, regulators will have a choice to exercise the interweave, underlay or overlay 

models for allowing DSA. We do not have a generic opinion as to which model is better. In 

fact, it is quite possible that different models are optimal in different circumstances (Song et 

al., 2012). 

Additionally, one other form that spectrum sharing acquires is spectrum leasing. Spectrum 

leasing can be of multiple types: for instance, a) where a licensee decides to allow other 

licensees to use its spectrum, but it retains the ownership; b) whereby owners of spectrum 

usage rights can sell or lease all or part of the rights associated with the license; and c) whereby 

owners of licenses can have their spectrum usage rights changed if they meet conditions 

defined by the regulator. Spectrum leasing is quite a subject on its own; hence we do not plan 

to delve deeper into it here (Srivastava, 2017). 
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Thirdly, a License or Authorization Model is by far one of the most powerful tools of a 

regulator. Using this privilege, a player can be authorized to use a specific span of channels in 

identified band:  

▪ In a Specific Circle/Area or Pan-national; 

▪ For a Service or Service agnostic; 

▪ Via a particular technology or technology agnostic (liberalized). 

Additionally, regulators can bind a licensee to deliver services not only in profitable areas, but 

also in rural circles/areas. From the perspective of geography, we anticipate most M2M 

licenses (if a separate licensed band is allocated) to be national and service agnostic. From the 

standpoint of technology, liberalization is still an open question. Technology Liberalization 

policy mostly refers to technology lockins within a particular spectrum band. For instance, in 

a liberalized 900 MHz band, a licensee would be free to choose any technology that fits the 

purpose. Considering the fact that M2M technologies are evolving, we believe that a liberal 

stand would be more reasonable. However, it is very important that, at this juncture, we bring 

out the contrary view that we encountered in the research. Some stakeholders believe that it 

is important that M2M bands are licensed and not technology neutral, as this would encourage 

ecosystem development around the technology of choice. Lastly, it would need assessment of 

local considerations, such as incumbent technologies. For instance, in Australia both LoRa 

and Sigfox networks have entered and hence it would be wise to take a liberal approach, 

whereas, in an underdeveloped economy, where there is less incentive for players to go in, a 

non-liberal environment might be more appropriate.  

For the unlicensed band, typically to allow fair usage, regulators put a limit on EIRP (radiated 

power) and duty cycles, and mandate listen-before-talk kind of protocols. For massive M2M, 

when a technology is using an unlicensed band, these limitations allow a more efficient use of 

spectrum, and hence are very well suited. We do not expect critical IoT use cases to utilize 

unlicensed spectrum; hence, these regulations will typically not be applicable to critical IoT 

use cases. 

Overall, regulators use the above levers to create an environment not only to allow fair and 

equitable access to the national resource of spectrum, but also to monitor and manage the 

players such that spectrum is efficiently and effectively used for the good of society at large. 

Conclusion  

The challenges that M2M services pose for a regulator cannot be understated. The diversity of 

verticals, use cases and stakeholders make spectrum regulation a very daunting challenge. The 
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objective of this paper is to indicate major elements to focus on when formulating radio 

spectrum policy for new applications and services in the realm of M2M/IoT.  

The traditional spectrum demand analysis was primarily dependent on the forecast of voice, 

SMS and broadband services. Via our analysis, we uncovered the perspective of looking at 

demand on a per-application basis. Our analysis implied that the same device profile can 

expect very different spectrum requirements based on the application being invoked. Our 

framework on demand also tried to bring to attention the importance and impact of global 

demand on local demand. Lastly, our research clearly propounds the relevance of 

collaboration between regulators across verticals for demand analysis, which was unheard of 

until the advent of M2M/IoT.  

Our research on spectrum supply has pointed to a clear change of path in terms of both 

licensed and license-exempt bands. We highlighted how the complexity rendered by a host of 

new technological paradigms, such as cloud RAN, dynamic spectrum access, cognitive radio, 

models of spectrum sharing and possibilities via white spaces, is significantly changing the 

licensed band spectrum supply considerations. In the unlicensed bands arena, we strongly 

recommend the regulator consider the challenges of long-range technologies operating in 

license-exempt bands, which were essentially designed for short range. We urge the regulator 

to look at the impact of uplink messages in the unlicensed bands, which was never the case 

previously. 

Based on our understanding, especially in the area of massive IoT, we have recommended the 

regulator apply annual spectrum charges in the initial years. Subsequently, once the sector 

matures, we have advised that fees based on willingness to pay might be a much more suitable 

approach for spectrum pricing.  

Though we did not come across a significant change in the objectives of spectrum monitoring, 

we did highlight the elevated impact of QoS monitoring in critical IoT use cases and 

interference monitoring in license-exempt LPWA bands. 

Last but not the least, our study points to the reasons that have brought look-before-talk 

protocols back into regulatory discussions. 

Overall, our proposed framework offers not only a comprehensive list of design factors to 

consider for defining an optimal target M2M spectrum policy posture, but also indicates the 

policy levers available to achieve the same.  
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Abstract:  Accelerating the signature matching function is essential to perform Deep Packet 

Inspection (DPI) at line rates. The conversion of the signatures into the Deterministic Finite 

Automaton (DFA) enables performance of this function at linear time. However, since the DFA 

is extremely storage inefficient, it is compressed before being stored in the memory. Although 

state-of-the-art bitmap-based compression algorithms can perform line rate signature 

matching, they only achieve transition compression of ~90-95%. Addressing the storage 

inefficiency, two bitmap-based transition compression algorithms were proposed by 

Subramanian et al. in 2016 to achieve transition compression of over 98%. A theoretical 

relationship is established in this article between the achievable signature matching throughput 

and the number of pipeline stages required to perform the decompression through the 

hardware accelerator based on the proposed techniques. Additional optimizations are proposed 

and evaluated to improve the per-stream signature matching throughput through the proposed 

decompression engines. The experimental evaluation of the optimizations shows that the per-

stream signature matching throughput can be improved by a factor of 1.2–1.4x. A software 

model of the proposed decompression engines was designed and evaluated across a multitude 

of payload byte streams to verify the functional correctness of the proposed compression 

methods.    

Keywords: Deep Packet Inspection; Network Security; Regular Expressions; Finite 

Automata; Transition Compression; 

1. Introduction 

The Residential Gateway Router (RGR) has traditionally been used to connect the Local Area 

Network (LAN) in the home with the Wide Area Network (WAN) of the service providers. 

Services such as Internet Protocol Television (IPTV), media sharing, home security and other 

value added services are driving the RGR from its traditional function of simple packet 
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forwarding applications. The home network has gained prominence in the networking 

ecosystem due to the emergence of the smart home and an increased presence of consumer 

Internet of Things (IoT) devices in the home network. Moreover, researchers have found 

various security vulnerabilities in the RGR and have identified that it is easy prey for network 

attacks (Holcomb, 2016; Team Cymru Threat Intelligence Group, 2016). Value added services, 

such as content-based Quality of Service (QoS), and security applications, such as intrusion 

prevention, drive the need for Content Aware Networking (CAN) in the home network. 

Moreover, improving broadband speeds (Sappington, 2016) necessitate the need for multi-

gigabit line-rate packet processing, not only for packet forwarding applications in the RGR but 

also for content aware networking applications.  

Deep Packet Inspection (DPI) is the process of inspecting the network packet payloads with a 

predefined database of signatures to perform CAN. DPI has various functions, which include 

network packet normalization (Handley, Paxson & Kreibich, 2001), flow based packet 

reordering, signature subset allocation based on header analysis (Song et al., 2005), signature 

matching and packet post processing (Xu, 2016). However, signature matching is the most 

time critical function in DPI and defines the rate at which DPI can be performed in modern 

network processors (Nourani & Katta, 2007). Considering the processing and memory 

capabilities of the RGR, an analysis in Subramanian, Lin & Herkersdorf (2014) identified that 

hardware acceleration of signature matching is essential to support line-rate DPI in the RGR. 

The signatures which are used for DPI applications comprise strings and regular expressions 

and are used to identify the patterns in the network traffic. Since automata-based 

methodologies support both string and regular expression signatures, the signature set is 

converted into an automaton (state table) with which the network payload is compared (Becchi 

& Crowley, 2007). The signatures can either be converted into a Non-Deterministic Finite 

Automaton (NFA) or a Deterministic Finite Automaton (DFA) to perform the signature 

matching against the network traffic. The NFA is time inefficient and space efficient, while the 

DFA is time efficient and space inefficient (Yu et al., 2006). DFA-based architectures are 

preferred over NFA-based architectures, as they allow the signature matching to be done in 

linear time (Becchi & Crowley, 2007). A set of signatures can be converted into a DFA based 

on the algorithms described in John, Rajeev & Ullman (2007).  

The DFA represents the signatures in the form of a finite state machine with states and 

directed edges between the states to represent the state transitions (Xu, 2016). Since the 

internet traffic is primarily constructed over the extended ASCII character set, each state in 

the DFA has 256 outgoing transitions, while the total number of states in the DFA depends on 

the characteristics of the signatures which it represents (Becchi & Crowley, 2007b). Various 

compression algorithms have been proposed in the literature to address the storage 
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inefficiency associated with the DFA and can be further classified into transition and state 

compression algorithms (Xu, 2016). The transition compression algorithms focus on 

compressing the redundant state transitions in the DFA, while the state compression 

algorithms focus on reducing the number of states in the DFA. However, the transition and 

the state compression algorithms are orthogonal to each other (Xu, 2016).  

Certain regular expressions contain terms such as the Kleene closure operator which, when it 

interacts with other signatures, results in an exponential growth in the number of states 

generated in the DFA. This is referred to as the state explosion problem (Becchi & Crowley, 

2007b). Many modified automata such as the Hybrid Finite Automaton (HFA) (Becchi & 

Crowley, 2007b), eXtended Finite Automaton (XFA) (Smith et al., 2008), Tunable Finite 

Automaton (TFA) (Yang et al., 2014), Jump Finite Automaton (JFA) (Yu, Lin & Becchi, 2014) 

and DFA with Extended Character Set (DFA/EC) (Cong et al., 2014) have been proposed in 

the literature to counter the state explosion problem.  

The transition compression algorithms proposed in the literature can be classified into 

hardware-oriented and software-oriented algorithms (Subramanian et al., 2016). The 

software oriented transition compression techniques such as the D2FA (Kumar et al., 2006), 

A-DFA (Becchi & Crowley, 2013), δFA (Ficara et al., 2008) and RCDFA (Rafael et al., 2015) 

compress the redundant state transitions in the DFA at the cost of additional memory 

bandwidth to fetch the compressed state transition (Xu, 2016). Moreover, multiple terabits of 

on-chip memory bandwidth will be required, when the signature matching has to be 

performed at line rates after performing the compression through these techniques (Qi et al., 

2011). Moreover, designing memories with such huge memory bandwidth is not practically 

achievable. To address the problem of efficient transition compression and performing 

signature matching at line rates, various bitmap-based transition compression techniques (Qi 

et al., 2011; Wang et al., 2011) have been proposed in the literature. However, the usage of 

bitmaps to compress the redundant state transitions also requires the bitmap to be stored in 

the memory along with the compressed state transitions. So, the existing bitmap-based 

methods compromise on the transition compression rates and only achieve compression rates 

of the order of 90-95%, primarily to minimize the number of bitmaps stored in the memory. 

However, this approach increases the memory footprint of the compressed DFA and results in 

inefficient usage of on-chip memories (Subramanian et al., 2016). Addressing this problem, 

the Member State Bitmask Technique and the Leader State Compression Technique were 

proposed, in which an additional layer of indexing called bitmask was introduced to improve 

the achievable transition compression rates to over 98% (Subramanian et al., 2016). The 

improved transition compression resulted in a 50% reduction in the memory footprint of the 

compressed DFA in comparison to the existing methods. Moreover, in addition to the 
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transition compression methods, Subramanian et al. (2016) also proposed a corresponding 

hardware accelerator to perform line-rate signature matching. Extending the idea proposed in 

Subramanian et al. (2016), this paper further discusses the structural hardware building 

blocks which are required to perform the transition decompression at line rates through a 

hardware accelerator. A software model of the transition decompression engines was designed 

to verify the compression algorithms and was evaluated with synthetic traffic workloads 

spanning across different levels of maliciousness. The signature matching results extracted 

from the software model were identical to that of the DFA-based signature matching engine, 

further validating the correctness of the compression methods. Moreover, this paper discusses 

and evaluates additional optimization steps in the transition decompression process to further 

improve the per-stream signature matching throughput that can be achieved through the 

hardware accelerator. Experimental evaluations further show that the proposed optimizations 

result in 1.25–1.4x improvement in the per-stream signature matching throughput in 

comparison to the per-stream throughput without the optimizations. 

2. Prior Art and Key Contributions 

2.1 Introduction to DFA 

If Sˈ represents the set of ‘N’ DFA states and Cˈ represents the set of characters, each entry in 

the DFA stores the state transition δ(s, c) = t, where s, t ∈ Sˈ represents the current state and 

the next state, respectively; c ∈ Cˈ represents the character; and δ represents the state 

transition function. The total number of state transitions generated in the DFA is a product of 

the total number of states generated and the number of characters for which the transitions 

are represented in a state as shown in (1).  

 # Total State Transitions = N × C′ (1) 

If the DFA is directly stored in the memory, the amount of memory required to store the DFA 

corresponds to the memory required to store all the state transitions as shown in (1). However, 

only a very small portion of the transitions in a DFA lead to a successful signature, while the 

majority of others do not. These transitions which do not lead to a signature match are called 

the failure transitions. Many of these failure transitions are redundant and compressing these 

transitions enables efficient storage of the DFA. As mentioned previously, the transition 

compression techniques which are used to compress these redundant transitions can be 

broadly classified into software- and hardware-oriented techniques. Though the aim of both 

these techniques is to compress the redundant transitions in a DFA, the algorithmic approach 

towards transition compression in hardware-oriented techniques enables the decompression 
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to be performed in a dedicated hardware accelerator, which is not possible in the case of 

software-oriented solutions (Qi et al., 2011).  

2.2. Software-Oriented Transition Compression Techniques 

Kumar et al. (2006) identified equivalent transitions between states in a DFA, which are 

compressed by introducing a default transition to create a D2FA. However, the default 

transition paths can be very long, which in turn results in multiple memory lookups to fetch a 

compressed transition. To avoid the long default path, Becchi and Crowley (2007a, 2013), 

proposed the Amortized time-bandwidth overhead DFA (A-DFA) with directional default path 

selection. This approach reduced the length of the default paths, but also reduced the 

transition compression achieved in certain cases. However, in both D2FA and A-DFA, the 

compressed transitions in a state have to be sequentially searched, which further leads to 

additional memory lookups. Analysis in Qi et al. (2011) identified that the average number of 

transitions traversed to identify the next state is about 100 per input character using the D2FA 

and A-DFA compression algorithms. To avoid this problem, δFA (Ficara et al., 2008) was 

proposed, which only stored those transitions in a state that were different from its parent 

state. δFA also defined how to identify the parent state for a state whose transitions are 

compressed. Transitions corresponding to the character set are periodically updated in a local 

cache as the states are traversed through. Even though the local cache memory is used to store 

the transitions, the cache has to be frequently updated and the frequency depends on whether 

a transition is fetched from the parent state or not. The average transition compression rates 

achieved by D2FA, A-DFA and δFA are typically of the order of about 90% (Xu, 2016). Rafael 

et al. (2015) identified that a large set of transitions in a state are directed to a same next state 

and can be compressed by representing them as a ranged transition representation and 

defined the Ranged Compressed Deterministic Finite Automata (RCDFA). The RCDFA 

achieved transition compression rates of the order of 97% and, in turn, resulted in fewer 

transitions stored per state in comparison to the other proposals discussed above. The 

signature matching throughput that could be achieved by the various methods described above 

was compared in Rafael et al. (2015)i. The signature matching throughput achieved when the 

payload was compared against the uncompressed DFA representation was used as the 

benchmark for comparison purposes. The average signature matching throughput achieved 

by the DFA-based (uncompressed) signature matching engine was ∼400 Mbps. On the other 

hand, the average signature matching throughput achieved through the A-DFA and the 

RCDFA implementations was of the order of 10 Mbps and 200 Mbps, respectively. It was 

pointed out in the evaluation that the reduction in the signature matching throughput was due 

to the sequential fetch of additional state transitions as part of the decompression process. 
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Moreover, Qi et al. (2011) pointed out that multiple terabits of on-chip memory bandwidth are 

required to support line-rate signature matching in methods such as D2FA and A-DFA. 

2.3. Hardware-Oriented Transition Compression Techniques 

Hardware-oriented transition compression techniques can be classified into hash-based and 

bitmap-based techniques (Subramanian et al., 2016). Hash-based solutions identify and store 

the non-redundant transitions in a DFA in a hash table by using the current state and character 

as hash keys. A hash-based technique was proposed in Lunteren & Guanella (2012) where the 

DFA transitions are converted into rules which are stored in the memory. There can be 

multiple rules associated with every unique transition and all of them have to be stored in on-

chip memory. As the number of signatures increases, the number of customized rules also 

increases, which are eventually stored in the off-chip DRAM. The latency associated with a 

rule fetch from the DRAM reduces the signature matching throughput affecting the scalability 

of the solution. In worst case scenarios, the throughput achieved by the solution dropped to 2 

Gbps, while the maximum throughput that can be achieved by the solution is 73.6 Gbps. 

On the other hand, bitmap-based techniques compress adjacent transitions that are identical 

to each other in a DFA and a bitmap is used to identify the transition indices which have been 

compressed. For example, a K-bit bitmap is used to identify if a transition is compressed or 

not in a sequence of K state transitions. An index ‘i’ in the K-bit bitmap has a ‘0’ stored, if the 

transition corresponding to that index is compressed. On the other hand, the index has a ‘1’, 

to identify a transition that is not compressed. The transitions that are not compressed are 

stored in a unique transition list with a unique transition index to identify their location. The 

unique transition index corresponding to a transition can be found by calculating the number 

of 1’s in the bitmap before the index of interest until the least significant bit position. Figure 1 

shows a transition sequence with 8 transitions. The transitions corresponding to indices 1, 4, 

5 and 7 represented in blue are compressed, while the ones represented in green are 

uncompressed. The bitmap corresponding to each character is shown, along with the unique 

transition list, in Figure 1.  
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Figure 1. Example of a bitmap and a unique transition list. 

Reorganized and Compact DFA (RCDFA) (Wang et al., 2011) is a bitmap-based transition 

compression technique which performs bitmap-based compression along the state axis. The 

RCDFA originally achieves transition compression rates of the order of 97-98%. However, in 

order to reduce the number of bitmaps stored in the memory, RCDFA stores additional 

redundant state transitions, which reduces the compression rates to 95%, resulting in an 

increased overall memory footprint of the compressed DFA.   

Another bitmap-based transition compression technique is proposed in Qi et al. (2011), which 

achieves transition compression of the order of about 90% by grouping states and is called 

Front-End Acceleration for Content-Aware Network processing (FEACAN). This technique 

observes both intra-state as well as inter-state transition redundancy in a DFA. The intra-state 

redundancy is removed by compressing the transitions using bitmap along the character axis. 

For example (see Figure 2(a)), the state transitions corresponding to the index in character 7 

is compressed in states 0, 2, 3, 4 and 7 since it is identical to that of character 6. The inter-

state redundancy is removed by grouping the states into subsets and by comparing the 

compressed transitions within the state groups. After state grouping, one of the states in the 

group is referred to as the leader state and all other states in the group are called the member 

states. After the state grouping, a comparison is made at each unique transition index between 

the leader transition and all the member transitions. Member transitions corresponding to 

each unique transition index are compressed, if and only if all of them are identical to the 

leader transition. This step removes inter-state redundancy. Figure 2(a) shows a DFA with 8 

states and 8 characters and Figure 2(b) shows the DFA after the bitmap-based intra-state 

compression step, while Figure 2(c) shows the compressed DFA after inter-state compression. 

The transitions shown in red in Figure 2(c) are the redundant ones which are stored in 

memory, even though they are the same as the leader transition. It can be seen from Figure 

2(c) that only 33 out of 64 transitions are compressed using the above-mentioned compression 

algorithm. Both the compression algorithms discussed above propose a hardware-based 

decompression engine to achieve signature matching at multi gigabit rates.  

http://doi.org/10.18080/ajtde.v6n3.125


Australian Journal of Telecommunications and the Digital Economy 
 

Australian Journal of Telecommunications and the Digital Economy, ISSN 2203-1693, Volume 6 Number 3 September 2018 
Copyright © 2018 http://doi.org/10.18080/ajtde.v6n3.125  48 

 

 
Figure 2. (a) An Example of a DFA with 8 states and 8 characters; (b) Compressed DFA after bitmap-based 
compression in the character axis and state grouping; (c) Compressed DFA after intra-state and inter-state 
compression. 

To summarize, the memory components in bitmap-based techniques can be split into control 

and transition memories. The transition compression rates achieved through the bitmap-

based techniques are around 90% in the case of FEACAN and 95% in the case of RCDFA. Thus, 

the resulting transition compression rates result in inefficient storage of the compressed DFA 

in the on-chip memories. 

2.4. Key Contributions 

The state-of-the-art bitmap-based compression techniques do not result in efficient transition 

compression, leading to inefficient usage of on-chip memories to store the compressed 

transitions. This can either be due to the algorithmic limitations as in the case of Qi et al. (2011) 

or the redundant transitions being stored to reduce the number of unique bitmaps stored in 

memory, as in the case of Wang et al. (2011). Addressing these weaknesses, two bitmap-based 

transition compression techniques, the Member State Bitmask Technique (MSBT) and the 

Leader State Compression Technique (LSCT) were proposed in Subramanian et al. (2016). 

The key idea behind these two techniques is an additional level of indexing with the 

introduction of bitmasks, which efficiently index the non-redundant transitions after bitmap-

based transition compression. The additional indexing not only results in a reduced transition 

memory usage, but also reduces the overall memory usage to store the compressed transitions. 

This paper describes an extension of the MSBT and LSCT ideas with the following key 

contributions: 

• This paper proposes the key hardware building blocks for the decompression system 

using the proposed MSBT and the LSCT compression methodologies. Additionally, 

this paper proposes and evaluates the theoretical relationship between the best- and 

the worst-case throughput that can be achieved by the MSBT and LSCT based 
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hardware decompression engines and the number of pipeline stages associated with 

the hardware engines. The experimental evaluation of the optimizations introduced in 

the hardware accelerator shows further increases in the per-stream signature matching 

throughput by a factor of 1.2 to 1.4x. 

• This paper details the validation of the software model of the proposed transition 

decompression engines. The software model of the decompression engines is validated 

by injecting 1 MB of synthetic traffic of various maliciousness levels. The identical 

signature matching results between the proposed models and the DFA further validate 

the functional correctness of the proposed methods. 

3. Member State Bitmask Technique 

3.1. Masking the Redundant Member Transitions – Member 
Transition Bitmask  

MSBT is a two-dimensional transition compression technique that performs intra-state and 

inter-state transition compression. The intra-state redundant transitions are compressed 

along the character axis through bitmaps and the compressed states are grouped into subsets 

of states. The state grouping algorithm proposed in Qi et al. (2011) is used for state grouping. 

States which share the same bitmap and a certain percentage of identical transitions, defined 

by the transition threshold, are clustered into a group. After grouping the states into subsets 

of states, a leader state is identified for each group, while the rest of the states are called the 

member states. As part of the inter-state compression, the transitions in a member state that 

are identical to the transitions in a leader state at each unique transition index are compressed. 

The member transition which is not identical to that of the leader transition in a member state 

can be identified using a Member Transition Bitmask (MTB) for each of the member states. 

The MTB is composed of a sequence of mask bits, where each bit corresponds to a unique 

transition index and represents whether a member transition at an index is identical or 

different in comparison to the leader transition at the same index. If the member and leader 

transitions are identical at the unique transition index, then the bitmask bit corresponding to 

the index is marked ‘0’ in the MTB. If not, the bitmask bit for the index is marked ‘1’ in the 

MTB. 
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Figure 3. (a) Original DFA before compression; (b) Compressed DFA after bitmap-based intra-state 
compression and state grouping; (c) Compressed DFA after MSBT; (d) Member Transition Bitmask for each 
member state; (e) Encoded State representation after MSBT. 

Figure 3(a) shows the original DFA before transition compression and Figure 3(b) shows the 

DFA after the intra-state compression and the state grouping step. Figure 3(d) shows the MTB 

for each member state in a group. Figure 3(c) shows the compressed transitions after the inter-

state compression step. For example, the bitmask bit at index ‘0’ for state ‘2’ has a ‘1’, 

representing that the member transition at the index is different from the leader transition at 

the same index. On the other hand, the bitmask bit at index ‘3’ for the state ‘2’ has a ‘0’, 

representing that the member transition at the index is the same as the leader transition at the 

same index. It can be seen from Figure 3(c) that 41ii transitions are compressed using the 

MSBT compression in comparison to 33 transitions that were compressed as shown in Figure 

2(c) using the same reference DFA. The transitions which remain uncompressed in the leader 

state are shown in yellow and the transitions which remain uncompressed in the member 

states are shown in blue in Figure 3(c). These are the transitions which are stored in memory 

after implementing the MSBT-based transition compression. 

If a DFA is compressed using the MSBT, a next state transition can be decompressed in the 

following way. If the current state is a leader state, then the transition at the unique transition 

index corresponding to the incoming character is directly assigned as the next state. If the 

current state is a member state, the bitmask bit corresponding to the unique transition index 
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decides the next state. If the bitmask bit at the unique transition index is a ‘1’, the member 

transition which remains uncompressed corresponding to the unique transition index is 

assigned as the next state. If the bitmask bit corresponding to the unique transition index is a 

‘0’, the leader transition corresponding to the unique transition index is chosen as the next 

state. 

The cost paid for the additional compression is the memory used to store the MTB. The 

maximum width of the unique transition index for a group defines the length of the MTB. For 

example, the maximum width of the unique transition index corresponding to group ‘0’ is 7, 

resulting in a 7-bit MTB for each member state in the group. A cumulative sum of all member 

transitions, which remain uncompressed until each member state in a group is stored in the 

memory along with the MTBs, is shown in Figure 3(d). For example, a cumulative sum of ‘3’, 

corresponding to state 7 represents that 3 member transitions are stored in memory before 

the first uncompressed member transition belonging to state 7 is stored.  

In the MSBT, the states are encoded and represented as a combination of leaderID and 

memberID similar to the state encoding technique used in Qi et al. (2011). Figure 3(e) shows 

the state encoding between the two representations. The leaderID identifies the group to 

which a state belongs and the memberID identifies the member representation within a group 

of states. The memberID for the leader state is always kept ‘0’ to easily differentiate between 

a leader state and other member states.  

3.2. Functional Description of the Hardware Decompression Engine 
(MSBT) 

3.2.1. Components of the Hardware Decompression Engine 

A hardware acceleration engine is proposed to decompress the transitions that are compressed 

using the MSBT. Figure 4 shows the functional architecture of the signature matching engine. 

The engine is split across three processing stages, to include the Address Lookup Stage (ALS), 

the Leader Transition and Bitmask Fetch Stage (LTBFS) and the Member Fetch Stage (MFS). 

There are four lookup tables across which the compressed transitions and the control 

information are split. The Leader Transition Table (LTT) belongs to the second stage and 

stores the transitions which remain uncompressed after the bitmap-based compression 

among the leader states. The Member Bitmask Table (MBT) also belongs to the second stage 

and stores the MTB for each member state along with the cumulative sum of transitions. The 

Member Transition Table (MTT) belongs to the third stage and stores the member transitions 

which remain uncompressed after the intra- and inter-state compression. The Address 

Mapping Table (AMT) belongs to the first stage and stores the address location of the first 

transition in LTT, MTT and the first MTB for each group, which are referred to as LTT base 
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address, MTT base address and MTB base address, respectively. The AMT also stores the 

bitmap for each group.  

 
Figure 4. Functional description of the hardware-based decompression architecture for MSBT. 

3.2.2. How to Fetch a Compressed Transition 

The current state and the incoming character are passed as inputs to the first stage to compute 

the leader offset, the address location for LTT and MBT based on the data fetched from the 

AMT. As mentioned earlier, the DFA state is represented as a combination of the leaderID and 

the memberID after compression. The leaderID is used as the address to fetch the information 

from the AMT. The leader offset identifies the unique transition index corresponding to the 

character. The leader offset can be calculated by computing the total number of 1’s in the 

bitmap from the least significant bit position to the position before the character. The LTT 

base address fetched from the AMT is added together with the leader offset to generate the 

address location for the LTT. The MTB base address fetched from AMT is added together with 

‘memberID-1’ to generate the address location for the MBT.   

The second stage uses the addresses calculated in the first stage to fetch the data from the LTT 

and the MBT. The bitmask bit corresponding to the leader offset position in the MTB will 

identify if the member state transition is compressed. If the current state is a member state 

and the bitmask bit corresponding to the leader offset is ‘1’, a member offset is calculated. The 

member offset is calculated by computing the total 1’s in the MTB from the least significant bit 

position to the position before the leader offset. The member offset identifies the relative 

position of a transition in the member state with respect to its first transition that remains 

uncompressed. The member offset information when added together with the cumulative sum 

provides the relative position of a transition that remains uncompressed in the group. This 

information is added together with the MTT base address to generate the address location for 

the transition in the MTT. The third stage takes the generated leader transition and the MTT 

address location as inputs. The next state assignment is multiplexed between the transition 
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fetched from the LTT and the transition fetched from the MTT depending on the bitmask bit 

corresponding to the leader offset and the current state, as discussed previously.    

All memories used in the MSBT implementation are single port memories and can be 

categorized into control and transition memories. AMT and MBT belong to the control 

memories, as they store the control information such as the base addresses, the bitmaps and 

the bitmasks which are used to compute the location of a compressed transition. On the other 

hand, the LTT and the MTT are transition memories as they actually store the compressed 

state transitions. The basic idea of the proposal is to store more information in the control 

memory in comparison to the state-of-the-art implementations to improve the transition 

compression, resulting in an overall reduction in the memory usage. 

3.2.3. Example of a Transition Fetch 

Figure 5 illustrates the various tables explained above with respect to the compressed DFA 

shown in Figure 3(c). To maintain simplicity with the representation of the transitions in the 

transition memories, the encoded representation is not shown in Figure 5. The addresses and 

the state ID’s are represented as decimal numbers. Moreover, the bitmap and the MTB have 

been represented in the binary format with the least significant bit on the right, which denotes 

the index with the least value.  

 
Figure 5. Representation of the compressed DFA with respect to MSBT decompression system. 

The transition fetch for a state character combination of ‘4’ and ‘5’ is used as an example to 

explain the decompression process. The information fetched from various memories is 

highlighted in green, while the bits of interest in the bitmap and the bitmask are highlighted 

in red in Figure 5. The leaderID corresponding to state 4 is ‘0’ and is used as the address to 

fetch the data from the AMT. The bitmap bit corresponding to character ‘5’ is ‘1’ and, in turn, 
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the computed leader offset is ‘5’. The LTT base address value of ‘0’ is fetched from the AMT 

which, when added to the leader offset, generates ‘5’ as the LTT address location. Since the 

state ‘4’ is a member state in group 0, the bitmask bit at the leader offset position is checked 

to identify whether the next state is assigned from the LTT or the MTT. Since the bitmask bit 

at the leader offset position is ‘1’, the transition fetched from the MTT is assigned as the next 

state. In this case, since both the MTT base address and the member offset are ‘0’ and the 

cumulative sum of transitions is 2, the computed MTT address location is ‘2’. The transition 

fetched from MTT address location ‘2’ is ‘2’, which exactly matches the transition 

corresponding to the state character combination seen in Figure 3(a).  

4. Leader State Compression Technique 

4.1. Compressing the Most Repeated Leader Transitions – Leader 
Transition Bitmask 

Bitmap-based intra-state transition compression can effectively compress transitions which 

are identical and at the same time adjacent to each other. Even after bitmap-based 

compression, there are certain transitions in the unique transition list which have the same 

transition entry, but cannot be compressed, just because they are not contiguous. During the 

MSBT-based compression, if these transitions belong to a member state, there is a chance of 

them being compressed during the inter-state compression step. On the other hand, if these 

transitions belong to a leader state, they cannot be compressed at all. Specifically, this scenario 

occurs in the case of failure transitions belonging to a leader state. These failure transitions 

can be spread across the character axis and can be blocked by those transitions which lead to 

a forward match in a signature. For example, after the MSBT, the leader state ‘0’ 

corresponding to group ‘0’ shown in Figure 3(c) has transition ‘0’ at unique transition indices 

0, 2, 4 and 6. Even though these transitions are exactly the same, they are not compressed as 

they are not adjacent to each other. Based on our observation, on average about 40% of the 

transitions in the unique transition list among the leader states converge to a same next state 

and are not compressed because of the reasons explained above. 

In order to reduce the redundancy in the leader state unique transition list, as discussed above, 

an efficient method is proposed to index a single most repeated transition through the Leader 

Transition Bitmask (LTB). The single most repeated transition can be identified by sorting all 

the transitions in the unique transition list based on the frequency of their occurrence using 

sorting algorithms such as the quick sort (Cormen et al., 2009). After identifying the single 

most repeated transition, a single bit at each unique transition index position is used to 

distinguish the indices with the most repeated transition in the leader state. An index position 

with the most repeated transition is represented with a ‘0’; and a ‘1’ if not. The most repeated 
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transition is stored only once, while the transitions that differ remain uncompressed and are 

stored in the memory. The proposed LTB can be combined with the MSBT. The LTB is 

introduced after the inter-state compression step in the MSBT and brings additional 

compression to a DFA. This methodology of compressing the repeated leader transitions 

together with MSBT is called the Leader State Compression Technique (LSCT).  

 
Figure 6. (a) Original DFA before compression; (b) Compressed DFA after bitmap-based intra-state 
compression and state grouping; (c) Compressed DFA after LSCT; (d) Member Transition Bitmask and Leader 
Transition Bitmask for each state; (e) Encoded State representation after MSBT. 

Figure 6(a) shows the original DFA and Figure 6(b) shows the DFA after the intra-state 

compression by using bitmaps and state grouping. Figure 6(c) shows the compressed DFA 

after the intra-state and inter-state compression based on the LSCT. It can be seen that a total 

of 47iii transitions are compressed using LSCT, while only 41 transitions were compressed 

using MSBT, as shown in Figure 3(c). Transitions represented in yellow are those leader 

transitions which remain uncompressed, while the transitions represented in blue are those 

member transitions which remain uncompressed after the LSCT. The LTB and the MTBs 
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corresponding to the leader and member states are shown in Figure 6(d). For example, the 

entry corresponding to the unique transition index ‘2’ in group ‘0’ has a ‘0’ which represents 

that the leader transition corresponding to the entry is the most repeated transition. On the 

other hand, the entry corresponding to the unique transition index ‘3’ in group ‘0’ has a ‘1’ 

representing that the leader transition corresponding to the entry is not the most repeated 

transition. 

If a DFA is compressed using the LSCT, the next state transition can be decompressed in the 

following way. If the current state is a leader state, then the bitmask bit corresponding to the 

unique transition index in the LTB is calculated. If the bitmask bit is ‘0’, then the most repeated 

transition is assigned as the next state. If the bitmask bit is ‘1’, then the leader transition which 

remains uncompressed corresponding to the unique transition index is assigned as the next 

state. If the current state is a member state, the bitmask bit corresponding to the unique 

transition index in the MTB is identified. If the bitmask bit is ‘0’, then the same procedure is 

followed as in the case of the leader state. If the bitmask bit is ‘1’, then the member transition 

which remains uncompressed corresponding to the unique transition index is assigned as the 

next state. 

4.2. Functional Description of the Hardware Decompression Engine 
(LSCT) 

4.2.1. Components of the Hardware Decompression Engine 

 
Figure 7. Functional description of the hardware-based decompression architecture for LSCT. 

A hardware acceleration architecture is proposed to decompress the transitions which are 

compressed using the LSCT. Figure 7 shows the functional architecture of the signature 

matching engine. The engine is split across three processing stages, to include the Address 

Lookup Stage (ALS), the Bitmask Fetch Stage (BFS) and the Transition Fetch Stage (TFS), 

respectively. The transitions which remain uncompressed and the control information are 
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split across three lookup tables. The Bitmask Table (BT) belongs to the second stage and stores 

the LTB in the case of the leader state and the MTB in the case of a member state, along with 

the cumulative sum of transitions for each state. Unlike the MSBT, the BT in LSCT is 

implemented using a dual port memory, as both the MTB and the LTB have to be fetched 

simultaneously. The Transition Table (TT) belongs to the third stage and stores the leader and 

the member transitions that remain uncompressed after the intra- and inter-state 

compression. The Address Mapping Table (AMT) belongs to the first stage and stores the base 

address of the first transition that remains uncompressed and the first bitmask for each group. 

These are referred to as TT base address and BT base address, respectively. The AMT also 

stores the bitmap for each of the groups and the most repeated transition in the leader state. 

Similar to the MSBT, the AMT and BT are the control memories and TT is the transition 

memory. 

4.2.2. How to Fetch a Compressed Transition 

The current state and the incoming character are passed as inputs to the first stage to compute 

the leader offset and the address location to fetch the LTB and the MTB (BT_LTB_ADDR & 

BT_MTB_ADDR). The leaderID (which is part of the state encoding) corresponding to the 

current state is used as the address to fetch the data from the AMT. The leader offset is 

calculated analogous to how the leader offset was computed in the case of MSBT. The BT base 

address represents the address from which the LTB is fetched. The memberID when added to 

the BT base address provides the address from which the MTB and the cumulative sum of 

transitions are fetched. The first stage also provides the TT base address and the most repeated 

transition as inputs to the second stage.    

The addresses generated by the first stage are used to fetch the LTB and the MTB from the BT 

simultaneously. The bitmask bit corresponding to the leader offset is checked in both the LTB 

and MTB; these bits are denoted as the leader bitmask bit and the member bitmask bit. If the 

current state is a leader state and the leader bitmask bit is ‘1’ or if the current state is a member 

state and the member bitmask bit is ‘0’, a transition offset is calculated similar to the member 

offset calculation in the case of MSBT. The transition offset is then added together with the TT 

base address to generate the TT address location. On the other hand, if the current state is a 

member state and the member bitmask bit is ‘1’, the transition offset which is calculated is 

added together with the cumulative sum of transitions and the TT base address to generate 

the TT address location. If the current state is a member state and both the leader bitmask bit 

and the member bitmask bit are ‘0’ or if the current state is a leader state and the leader 

bitmask is ‘0’, then there is no need for any address computation as the most repeated 

transition can be assigned as the next state. The second stage provides the information on 
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when the generated address can be used for TT to the third stage based on the above 

combinations.  

The third stage takes the generated TT address, the most repeated transition and assigns the 

compressed state transitions depending on the bitmasks. The transition is fetched from the 

generated TT address and the next state is multiplexed between the transition fetched from 

TT and the most repeated transition based on the combinations discussed above.  

 
Figure 8. Representation of the compressed DFA with respect to MSBT decompression system. 

4.2.3. Example of a Transition Fetch 

Figure 8 illustrates the various tables explained above with respect to the compressed DFA 

shown in Figure 6(c). Similar to the example shown for MSBT, the decimal numbers are used 

to represent the addresses and transitions. The bitmap and the MTB have been represented in 

binary format with the least significant bit on the right, which denotes the index with the least 

value. The transition fetch for a state character combination of ‘4’ and ‘5’ respectively is shown 

as an example to explain the decompression based on the LSCT compression. The information 

fetched from various memories is highlighted in green, while the bits of interest in the bitmap 

and the bitmask are highlighted in red in Figure 8. 

The leaderID corresponding to state 4 is ‘0’ and is used as the address to fetch the data from 

the AMT. The bitmap bit corresponding to the character is ‘1’ as calculated from the bitmap, 

which results in the leader offset of ‘5’. Since state 4 is a member state in group ‘0’, the LTB 

and the MTB are fetched from address locations ‘0’ and ‘3’, respectively. Both the leader 

bitmask bit and the member bitmask bit corresponding to leader offset ‘5’ are calculated to be 

‘1’. Since the current state is a member state, the member bitmask bit takes priority, which 

represents that the transition corresponding to the state character combination is not 
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compressed. The TT address from which the compressed transition is fetched is calculated to 

be ‘5’, since both the transition offset and the TT base address are ‘0’. The transition ‘2’, which 

is fetched from TT address location ‘5’, is the same as seen in the uncompressed DFA shown 

in Figure 6(a).   

 
Figure 9. Hardware building blocks for MSBT-based decompression system. 

5. Considerations for Hardware Implementation 

5.1. Hardware Building Blocks Description 

Figures 9 and 10 show the hardware building blocks for the MSBT and the LSCT 

decompression engines, respectively. The memory accesses and the associated combinatorial 

blocks have been shown in yellow and grey blocks, respectively. For example, the address 

lookup stage in both Figures 9 and 10 consists of a single memory access for the AMT, followed 

by a combinatorial logic block which processes the data fetched from the memory to generate 

the addresses for the next stage. The same applies to all other functional blocks. Assuming that 

all the memories are clocked at the same frequency, it would take 3 clock cycles to decompress 

a transition based on the MSBT or the LSCT. Since there are 3 memory accesses that are part 

of the transition decompression, it would take a minimum of 3 clock cycles to determine the 

next state.  
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Figure 10. Hardware building blocks for LSCT-based decompression system. 

The key combinatorial building blocks required for the hardware realization of the MSBT and 

the LSCT decompression can be classified into the decoder, the population count (Pop Count), 

the adder and the multiplexer blocks. The Pop Count block is used to compute the offsets from 

the bitmap or the bitmask by computing the total number of set bits (1’s) in an input vector. 

The pop-count block can be realized similar to the 64-bit Wallace tree structure proposed in 

Rajaraman et al. (2008). MSBT and the LSCT implementations require the pop-count to be 

performed on a 256-bit input vector to support the ASCII character set. So, the 64-bit structure 

proposed in the literature can be extended to a 256-bit structure. The decoder block masks the 

bits in the bitmap or the bitmask which have to be excluded from the pop-count computation 

based on the character or the leader offset position in the 256-bit vector. These are the bits 

from the position of interest, i.e. the character index in the case of the bitmap and the leader 

offset index in the case of the bitmask until the most significant bit position. Adder circuits 

such as the ones proposed in Zeydel, Baran & Oklobdzija (2010) can be used to achieve high 

speed and low power implementations in the address generation blocks. The multiplexer block 

chooses one of the 256 bits in the bitmap or the bitmask to identify the bitmap or the bitmask 

bit associated with an index. The multiplexer block can be constructed using multiple smaller 

multiplexers, for example 2 to 1 multiplexers in a logarithmic fashion using the binary tree 

topology.   
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5.2. Pipelining vs Throughput 

As mentioned in the previous section, each functional stage is a combination of a single 

memory lookup followed by a combinatorial function which processes the data from the 

memory. So, it would take 3 clock cycles for a transition to be decompressed from the memory. 

For example, if the character is consumed in the first clock cycle as an input, the subsequent 

character can only be consumed in the 4th clock cycle, as it takes 3 clock cycles to process the 

character and identify the next state corresponding to it. So, in order to keep the pipeline busy 

and to fully utilize the hardware resources, characters from multiple data streams can be 

interleaved as proposed in Basu & Narlikar (2005). Since there are 3 pipeline stages 

(corresponding to 3 memory accesses), characters from 3 different data streams are passed to 

the pipeline in an interleaved manner once every 3 clock cycles. 

To generalize, if ‘P’ is assumed to be the total number of pipeline stages to process a character 

from one data stream, characters from ‘P’ different data streams have to be interleaved to 

extract the best from the hardware resources. Since each character corresponds to 8 bits and 

the system can consume one character every clock cycle, the throughput that can be achieved 

is a product of the frequency and the character width. Assuming F to be the frequency at which 

the system is clocked, the throughput T achieved by the decompression system can be 

generalized as shown in (2). 

 T = F × 8 bps (2) 

Since characters from multiple streams are input to effectively utilize the hardware resources, 

the maximum throughput that is achieved by one of the interleaved streams is inversely 

proportional to the number of pipeline stages. Equation (3) shows the maximum achievable 

throughput Tstream_max_pipeline for a single stream among the interleaved streams during 

pipelined operation.       

 Tstream_max_pipeline = 
F × 8

P
 bps (3) 

Based on (1), the throughput, T, can either be increased by increasing the clock frequency or 

increasing the character width, i.e., by sending multiple characters per stream per clock cycle. 

Processing multiple characters per stream requires the conversion of the DFA into a multi-

stride DFA, which results in an exponential memory growth and is not a scalable approach 

(Becchi & Crowley, 2013). Thus, the only way in which the throughput can be improved is by 

increasing the operating frequency of the transition decompression. The frequency that can be 

achieved depends on two factors: the latency associated with the SRAM fetch; and the latency 

associated with the combinatorial processing path in the pipeline. The latency associated with 

the SRAM fetch can be optimized by effectively configuring the memories as part of the ASIC 
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design flow. Similarly, the combinatorial processing logic associated with various functional 

stages can be broken down into multiple pipeline stages by introducing additional registers to 

increase the frequency of operation. On the contrary, splitting the combinatorial path into 

pipelines will also reduce the maximum throughput that can be achieved by a single stream, 

since they are inversely proportional to each other, as shown in (3).  

In the case of the MSBT and the LSCT, the number of pipeline stages required to process an 

incoming character can be broken down into a fixed and a variable count. The former is the 

number of pipeline stages which is a bare minimum requirement due to the associated 

memory fetches. In both the MSBT and the LSCT, the fixed pipeline stage count is 3, as there 

are 3 memory fetches as part of the transition decompression. The latter is a variable 

component, which results from the combinatorial block in each stage being split into multiple 

smaller stages to improve the clock frequency. In the case of the MSBT and the LSCT, the 

variable pipeline stage counts for the first stage are defined as Δ and θ, respectively. For 

example, if the combinatorial block in the ALS is split into 3 (Δ) stages, it would take 4 pipeline 

stages (3 (Δ) + 1 stage for AMT lookup) in the MSBT to finish the processing associated with 

the ALS. On the other hand, in the MSBT and the LSCT, the variable pipeline count associated 

with the second stage is defined by η, as the processing associated with these stages is exactly 

the same. Equations (4) and (5), respectively, define the total pipeline stage count PMSBT and 

PLSCT for MSBT and LSCT after design pipelining.  

 PMSBT = 3 + Δ + η (4) 

 PLSCT = 3 + θ + η (5) 

Providing multiple streams to the system is a best-case scenario to completely utilize the 

hardware resources. In the worst-case scenario, when only one stream is available to the 

pipeline, the maximum throughput that can be achieved is the same as described in (3). In this 

scenario, the throughput of the signature matching engine can be increased by directly 

assigning the next state from the transition fetched from the second functional stage whenever 

possible. This can happen in the case of MSBT, when the next state transition can be assigned 

from the transition fetched from the LTT. Similarly, in the case of LSCT, the most repeated 

leader state transition can be assigned as the next state based on the bitmasks that are fetched 

in the second stage. However, it should be noted that this is highly dependent on the sequence 

of characters which are inspected as part of the data stream. Additional circuitry can be added 

in the hardware to consider this special scenario to achieve a higher throughput when 

compared with Tstream_max_pipeline. The number of variable pipeline stages η in the second stage 

is split into η1 and η2, where η1 represents the number of pipeline stages required to decide if 

the next state can be assigned in the second stage, while η2 represents the number pipeline 
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stages required for address calculation for the third stage. So, the minimum number of 

pipeline stages for the MSBT and the LSCT are represented as PMSBT_min and PLSCT_min, as shown 

in (6) and (7), respectively. The fixed pipeline component in (6) and (7) is represented as 2, as 

there are only 2 memory accesses required to identify the next state. 

 PMSBT_min = 2 + Δ + η1 (6) 

 PLSCT_min = 2 + θ + η1 (7) 

P(c)MSBT
iv is defined as the probability of a transition fetch from the third functional stage 

assigned as the next state, when a sequence of M bytes is inspected by the MSBT 

decompression system. Equation (8) shows the throughput Tstream_max_MSBT that can be 

achieved by a single stream in the worst-case scenario in relation to the probability of the 

transition fetch. Since PMSBT_min is smaller than PMSBT, a higher throughput can be achieved 

when P(c)MSBT is smaller. Equation (9) shows a similar relationship between Tstream_max_LSCT and 

the probability of a transition fetched from the third functional stage P(c)LSCT being assigned 

as the next state. Since the transitions which differ from the most repeated leader transitions 

are also stored in the TT, which belongs to the third stage, P(c)LSCT will be higher than P(c)MSBT 

for the same character sequence. Similar to MSBT, a higher throughput will be achieved in the 

case of LSCT when P(c)LSCT is small.  

 Tstream_max_MSBT =  
F × 8 

(PMSBT_min  × (1 − P(c)MSBT)) + (PMSBT ×  P(c)MSBT)
 bps (8) 

 Tstream_max_LSCT =  
F × 8 

(PLSCT_min  × (1 − P(c)LSCT)) + (PLSCT ×  P(c)LSCT)
 bps (9) 

6. Results and Discussion 

This section analyses the compressed DFA resulting from the MSBT and the LSCT techniques 

in comparison to various other techniques discussed in the literature. The results section is 

split into two sub-sections to discuss the effectiveness of the transition compression 

techniques. The first section describes the experimental evaluation of the proposed 

techniques. The transition compression achieved using the proposed techniques is compared 

with A-DFA and FEACAN. The A-DFA and FEACAN are chosen as they represent the state-of-

the-art software and the hardware-oriented compression techniques, respectively. This 

section also compares the memory used to store the compressed DFA in comparison to 

FEACAN. On the other hand, the second section describes the software simulation setup used 

to verify the functional correctness of the compression methods. This section further analyses 

the throughput of the decompression system based on the traffic generated with different 

levels of maliciousness. 
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6.1. Experimental Evaluation 

A compiler was developed which takes the DFA as an input to generate the compressed 

transitions along with the control information such as the bitmaps and bitmasks as outputs. 

The maximum number of states in a group was restricted to 256 states and the transition 

threshold used for inter-state compression was set to 80%. The same set of states is used as 

inputs for all the three bitmap-based compression techniques. The compression algorithm was 

implemented in a Xeon server machine running at 4.4 GHz with 500 GB of main memory.  

As proof of concept, the compression scheme was evaluated on DFAs generated across 5 

different rule-sets listed in Table 1. The rule-sets were carefully identified to contain both 

strings and regular expression signatures. Exact match is a group of 500 string signatures 

synthetically generated from the tool developed by Becchi (2016). The other four rule-sets are 

extracted from Snort (Roesch, 1999) and Bro (Paxson, 1999) intrusion detection systems, 

respectively, and are a combination of simple strings and complex regular expressions. The 

signature sets were converted into the DFA using the regex tool (Becchi, 2016) and the custom 

compiler performs the MSBT and the LSCT on the generated DFAs. Column 3 in Table 1 

presents the total DFA states generated, while columns 5 and 6 present the total leader states 

and member states after state grouping. Column 4 presents the total number of uncompressed 

transitions in the DFA.  

Table 1. Rulesets Used in Simulations 

Signature 
Set 

#Signatures 
#DFA 
States 

#Transitions 
#Leader 

States 
#Member 

States 

Snort34 34 13834 3541504 575 13259 

Snort31 31 19522 4997632 584 18938 

Snort24 24 13882 3553792 538 13344 

Exact Match 500 15149 3878144 298 14851 

Bro 217 6533 1672448 173 6360 

6.1.1. Transition Compression Ratio 

The transition compression ratio is the ratio of the number of transitions that remain 

uncompressed to the number of transitions in the original DFA. Figure 11 compares the 

transition compression achieved by MSBT and LSCT in comparison to the theoretical 

maximum compression limit. Along with these, the transition compression results are 

compared across A-DFA and FEACAN as well. The parameters used for the A-DFA algorithm 

were tuned to achieve the best compression results.  

The MSBT clearly shows an improvement of the order of 4-5% in the transition compression 

when compared with FEACAN. The improvement is a direct consequence of using MTBs to 

index the position of the redundant member transitions. The MTBs introduced as part of the 
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MSBT index the redundant transitions in the member state which are not stored in the 

memory. Table 2 compares the average number of transitions that remain uncompressed in a 

member state after compressing the DFA using FEACAN and the MSBT. The information in 

Table 3 is extracted from the compilation results after performing the MSBT and the FEACAN 

compression on the signature sets described in Table 1. It can be seen that about 50 to 80% of 

the member transitions stored in FEACAN are redundant and can be compressed efficiently 

through the introduction of MTBs in the MSBT.  

 
Figure 11. Comparison of transition compression across various techniques. 

Table 2. Comparison of average number of transitions per member state after compression 

 FEACAN MSBT 

Snort34 17.12 2.16 
Snort31 18.38 5.18 
Snort24 17.49 3.14 

Exact Match 10.62 5.84 
Bro 19.27 6.74 

 
Table 3. Comparison of average number of transitions per leader state after compression 

 MSBT LSCT 

Snort34 43.53 13.98 
Snort31 52.66 14.63 
Snort24 51.07 19.13 

Exact Match 104.96 82.42 
Bro 79.66 56.80 

 
A slight improvement in the transition compression is seen in the case of LSCT in comparison 

to MSBT as the most repeated leader transition for each leader state is compressed using the 

LTB. Table 3 shows the average number of leader transitions that remain uncompressed after 

the LSCT in comparison to the MSBT. The average number of transitions generated in the 

leader state is directly extracted from the compiler results after performing the MSBT and the 
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LSCT on the described signature sets. It can be observed from Table 3 that 30-60% of the 

transitions in the leader are the single most repeated transitions and can be compressed 

effectively, which results in an increase in the transition compression. 

The A-DFA achieves the best transition compression results when compared with all the other 

bitmap-based compression techniques and is also close to the theoretical limit. Table 4 shows 

a comparison of the average number of transitions which have to be fetched from the memory 

in each of the compression methods, before identifying the compressed state transition 

corresponding to a state character combination. The data in Table 4 was generated by directly 

analysing the compressed DFA generated through each of the techniques. A closer look at the 

results from Table 4 will detail the cost paid for the transition compression in the case of A-

DFA. Columns 3, 4, 5 and 6 present the average number of transitions that have to be fetched 

from the memory to identify the compressed transition for A-DFA, FEACAN, MSBT and LSCT, 

respectively. Column 2 presents the maximum number of transitions that have to be fetched 

from the memory in the case of A-DFA before identifying the compressed transition. Columns 

2 and 3 clearly show that multiple tens of transitions have to be fetched from memory before 

identifying the compressed transition corresponding to the state-character combination in the 

case of A-DFA. The sequential search associated with the software-oriented techniques such 

as A-DFA result in low signature matching throughput. The increased memory bandwidth is 

the cost paid by software-oriented solutions, such as A-DFA, to compress the redundant 

transitions. In the case of bitmap-based techniques, a maximum of 2 memory accesses is only 

required to fetch the compressed transition. The best-case scenario to identify the compressed 

transition is a single memory fetch in all cases. The ability to quickly fetch the compressed 

transition from the memory is a differentiating factor in bitmap-based transition compression 

techniques to achieve high throughput signature matching in comparison to software-oriented 

techniques. The numbers shown in columns 3 to 6 are average numbers to fetch a compressed 

transition extracted from the compressed automaton. These average numbers will vary based 

on access patterns in an automaton. 

Table 4. Average number of transitions fetched before fetching the compressed transition  

Signature Set A-DFA FEACAN MSBT LSCT 

 Max. Avg. Avg. Avg. Avg. 

Snort34 1036 9.8 1.06 1.01 1.01 
Snort31 288 12.84 1.07 1.02 1.02 
Snort24 1109 21.01 1.07 1.01 1.01 

Exact Match 26 6.65 1.04 1.02 1.03 
Bro 44 10.15 1.07 1.03 1.03 
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Table 5. Parameters Used for Memory Estimation 

Parameter Bit-width (in bits) 

 FEACAN MSBT LSCT 

LTT Base Address 16 16 - 
MTT Base Address 16 16 - 
TT Base Address - - 18 

MBT Base Address - 16 - 
BT Base Address - - 16 

Bitmask - Variable 
Bitmap 256 256 256 

Transition 20 20 20 

 

6.1.2. Memory Usage 

 
Figure 12. Comparison of memory usage across various techniques. 

Memory used to store the compressed automata is calculated by computing the sum of the 

memory used to store the compressed transitions and the memory used to store the control 

information, such as the base addresses, bitmaps and bitmasks. Table 5 lists the width of 

various information that is stored in memory as part of various techniques. 

Figure 12 shows a comparison of the memory usage across different bitmap-based 

compression techniques. A small improvement of 4-5% in the transition compression ratio 

seen in Figure 11, in the case of MSBT, translates into an overall reduction in memory by 50% 

in most of the signature sets. Similarly, in the case of LSCT, even a very minute increase in the 

transition compression results in a significant 5–10% reduction in memory usage when 

compared with MSBT. Figure 13 shows a comparison of the transition and control memory 

usage across various techniques. As part of the control memory, FEACAN only stores the base 

addresses for the transition memories and the bitmap for certain groups of states. This 

represents a very negligible portion of the overall memory usage, while a major portion of the 

memory is used to store the compressed state transitions, as shown in Figure 13. On the other 
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hand, in the case of MSBT and LSCT, a considerable portion of the overall memory is needed 

for the control memory to store the bitmasks, which in turn reduces the memory used by the 

transition memories. Even though storing the bitmasks for states increases the control portion 

of the memories, there is a huge reduction in the transition memory usage and also an overall 

reduction in the memory usage to store the compressed automata. As seen in Figures 12 and 

13, Exact Match ruleset is an exception where the average length of the bitmask is 112 bits 

which, when stored per member state, needed a substantial portion of memory in comparison 

to other signature sets. The reduction in the transition memory which results by eliminating 

the redundant transitions in a member state is smaller in comparison to the memory used to 

store the bitmasks in case of the Exact Match ruleset. The average number of transitions per 

state after the intra-state compression directly corresponds to the length of the bitmask stored 

for a state. The memory used to store the compressed transitions in the case of software-based 

techniques such as A-DFA depends on the chosen memory layout (Chen et al., 2016) and is 

not compared with the proposed techniques.  

 
Figure 13. Comparison of transition and control memory usage across various techniques. 

6.2. Simulation Setup 

A software-based simulation was performed to verify the decompression system based on the 

MSBT and the LSCT compression. Figure 14 shows the overview of the software simulation 

setup. The signature sets were compiled into an NFA and a DFA using the regex tool (Becchi, 

2016). The synthetic traffic generation module described by Michela, Mark & Patrick (2008), 

implemented in the regex tool, was used to generate the sequence of characters. The synthetic 

traffic generation module takes the NFA as an input and generates a sequence of characters, 

where each character in the sequence is decided based on a maliciousness probability PM by 

traversing the NFA. The PM value is the probability with which a forward transition is made 
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for each character leading to a signature match. A lower PM value indicates a lower probability 

of a successful signature match than a higher PM value. Four different character sequences of 

1 MB were generated based on the values chosen for PM, which were 0.35, 0.55, 0.75 and 0.95. 

The DFA generated by the regex tool is used as an input to perform the transition compression 

using the MSBT and the LSCT compilers. A software model of the decompression system was 

developed for both the MSBT and the LSCT, which was used to perform signature matching 

on the compressed signatures. Table 6 shows a summary of the signature matching results 

obtained from the software model of the decompression systems and compares the results 

with a DFA-based signature matching engine across different signature sets and across the 

various PM values. The identical signature matching results seen in Table 6 show the functional 

correctness of the proposed compression methods. In addition to tracking the total number of 

signature matches, as shown in Table 6, the next state transitions generated for each of the 

state character combinations were also monitored and the results were identical in all three 

systems across all the signatures sets across all the PM values (not shown in the results section).  

 
Figure 14. Overview of the software-based simulation environment to verify the decompression system. 

6.2.1. Transition Fetch — Dynamic 

Figure 15(a) shows the statistics of the number of transitions fetched from the third stage in 

the case of MSBT as a percentage of total transition fetches, considering traffic traces with 

various levels of maliciousness. As the probability of maliciousness increases with different 

character traces, it can be clearly seen that more transitions are fetched from the third 

functional stage. This can be attributed to two reasons. Firstly, as the maliciousness level in 

the traces increases, the states which are at higher depths are visited, where the depth of a 

state refers to the number of positive character matches in a signature. The states which are 

visited in these cases are traversed if and only if a sequence of positive character matches leads 

to it. Secondly, only a very small portion of the states are the leader states, while the majority 
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of states are member states after the state grouping process. In the case of the traces with 

higher maliciousness levels, the probability that the states traversed are member states is very 

high. The transitions which lead to the state at a higher depth are generally distinct and cannot 

be compressed. Thus, these transitions will belong to the member states which remain 

uncompressed, resulting in more transitions fetched from the third stage. Figure 16(a) shows 

a similar comparison in the case of LSCT and, even at the lowest maliciousness level, which is 

0.35, the percentage of transitions fetched from the third functional stage is much higher when 

compared with MSBT. The compressed transition is fetched from the second stage if and only 

if the transition is the most repeated transition in the group. Those leader transitions which 

are different from the most repeated transition are also fetched from the third stage on top of 

all the member transitions which are fetched. These transitions are directly responsible for the 

difference in the access patterns in comparison to MSBT.  

Table 6. Summary of results after injecting 1MB of byte sequence into the MSBT, the LSCT and the DFA  

 

 
Figure 15. Statistics of transition fetch from the third functional stage in MSBT decompression system and the 
effective improvement in throughput. 
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Figure 16. Statistics of transition fetch from the third functional stage in LSCT-based decompression system 
and the effective improvement in throughput. 

Figure 15(b) and Figure 16(b), respectively, shows the improvement in the per-stream 

throughput that can be achieved in the worst-case scenarios based on the relationship 

established in the previous sections. It is assumed that it takes two clock cycles to fetch the 

compressed state transition from the second stage, while it takes three clock cycles to fetch the 

compressed transition from the third stage. Based on this assumption, the improvement in the 

per-stream throughput is calculated based on (8) and (9), as shown in Figure 15(b) and Figure 

16(b). As the level of maliciousness increases in the traffic, more transitions are fetched from 

the third functional stage, which reduces the per-stream throughput in the worst-case 

scenarios. In the case of lower levels of maliciousness, the per-stream throughput that can be 

achieved in the case of LSCT is less than for MSBT, as the probability of a transition fetch from 

the third functional stage is higher in LSCT. The difference in the throughput gradually 

reduces as the levels of maliciousness increase, due to the distribution of the compressed 

transitions. According to Michela et al. (2008), traffic traces with the highest maliciousness 

levels are not a common occurrence in network traffic traces. So, with low levels of 

maliciousness, MSBT can be used to achieve better signature matching throughput than LSCT. 

By assigning the next state directly from the second stage, the per-stream signature matching 

throughput can be increased by a factor of 1.2 to 1.4 times in the case of the MSBT and the 

LSCT, as shown in Figure 15(b) and Figure 16(b), respectively.  

7. Conclusion 

Hardware acceleration of signature matching is a key requirement to perform deep packet 

inspection at line rates. The signatures which are used for DPI are converted into the DFA to 

perform signature matching in linear time, while the storage inefficiency associated with the 

automata is addressed through various transition and state compression algorithms. Bitmap-

based transition compression techniques enable hardware acceleration of transition 

decompression, in turn allowing the signature matching function to be performed in a 

dedicated hardware accelerator. State-of-the-art bitmap-based transition compression 
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techniques do not efficiently compress the DFA. Addressing this problem, Subramanian et al. 

(2016) proposed two bitmap-based transition compression techniques to achieve transition 

compression rates of the order of over 98%. The transition decompression through the 

proposed techniques is performed in a hardware accelerator so that the signature matching 

can be performed at line rates. The fundamental building blocks of the hardware accelerator 

performing the transition decompression corresponding to these techniques were first 

proposed in this article. Furthermore, a software model corresponding to the decompression 

engines was designed and verified to validate the proposed compression methods. The 

functionality of the decompression engines was verified by injecting multiple 1 MB streams of 

bytes of different levels of maliciousness, across different signature sets, into the software 

models and the DFA. The identical signature matching results further validated the functional 

correctness of the proposed compression methods. Furthermore, a theoretical relationship 

was established between the signature matching throughput achieved through these systems 

and the number of pipeline stages required by the hardware accelerator to perform the 

transition decompression. Based on this analysis, further optimization methods were 

proposed to improve the per-stream signature matching throughput. Experimental 

evaluations further showed that the proposed optimizations improve the per-stream signature 

matching throughput by a factor of 1.2x to 1.4x in comparison to the throughput that is 

achieved without the optimizations. 
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Endnotes 

i The signature matching engines were implemented as software programs and the evaluation was 

performed on an Intel core i7-2600 running at 3.4 GHz with 8 GB of memory. 

ii The original uncompressed DFA consists of 64 state transitions. However, after MSBT, the 

compressed DFA only consists of 23 state transitions, so a total of 41 state transitions were compressed 

through MSBT. 

iii The original uncompressed DFA consisted of 64 state transitions. On the other hand, the compressed 

DFA after the LSCT consists of 17 compressed state transitions (7 leader transitions + 8 member 

transitions + 2 most repeated transitions). This results in a total of 47 state transitions compressed as 

part of the LSCT. 

iv P(c) is used to define the probability of the next state being fetched from the third stage, corresponding 

to a character c among the sequence of M bytes in the payload.  
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Abstract: Two historic papers from a special issue of the Journal in 1986 featuring the 

communication requirements for the America’s Cup 1986/87 challenge in Fremantle. 

Keywords: Telecommunications, History, America’s Cup, Fremantle 

Introduction 

In 1986, the Society produced a special issue of the Telecommunication Journal of Australia 

(Volume 36, Number 2) featuring ten papers on the communication needs for the America’s 

Cup challenge scheduled for 1986/87. Two of these papers have been selected for this historic 

review. 

In 1983, Australia II from the Royal Perth Yacht Club in Fremantle, Western Australia, was 

successful in winning the America’s Cup from the New York Yacht Club, ending over 130 years 

of possession and 24 previously unsuccessful challenges. The race history is well known, with 

Australia II coming from 1/3 down to win 4/3, and the world yachting spotlight focussed on 

Fremantle for the Cup’s defence in 1986/87. 

The first paper (Hume, 1986) provides a summary of the America’s Cup history and an 

overview of the infrastructure and telecommunication requirements in Western Australia. 

Logistically, seven syndicates challenged for the cup in the US in 1983. Initially, twenty-six 

syndicates indicated they were serious about challenging in 1986/87, which later was reduced 

to thirteen by the time of the elimination races. The paper details the necessary upgrades to 

dock facilities at Fremantle, and provides an explanation of the “12 metre” boat dimension 

rule and the race program for this first Australian defence. 

The second paper (Herring, 1986) discusses the infrastructure establishment, service 

provision, television operations and navigational equipment. The number of additional 

visitors to Perth was estimated at well over one million people, of which twelve percent would 

be overseas visitors. This influx forced major capital works to be undertaken and helped the 

introduction of new technology, such as debit-card public phones. All spare 

telecommunications capacity in the surrounding area was also brought on-line for the event. 
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The other papers in this special issue of the Journal on the communications for the America’s 

Cup 1986/87 challenge are highly recommended for further reading and cover the following 

topics; 

• Video and Sound Programme Network for America’s Cup; 

• Cabling for the Cup – A District Prospective; 

• America’s Cup Impact on Perth Interstate and International Telephony Traffic; 

• 12 Metre Yacht Telemetry System; 

• Frequency Management for the America’s Cup; 

• America’s Cup Media Complex; 

• The Official America’s Cup Directory. 

Dennis Conner skippered the Stars and Stripes 87 yacht to a 4/0 victory over Kookaburra III 

at Fremantle in early 1987. The Cup subsequently returned to San Diego Yacht Club in 

America. This was the last time twelve metre yachts were raced for the America’s Cup, as the 

rules were changed to allow for different boat designs such as multi-hull catamarans. 
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